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ABSTRACT Advancements in instrumentation and control systems for lower limb prostheses have sub-
stantially improved mobility for amputees. However, significant challenges persist when users encounter
irregular surfaces, as most prosthetic systems lack the capability to dynamically adapt to surface variations.
This limitation restricts mobility, compromises safety, and diminishes user confidence and security during
walking. To address these challenges, integrating inertial measurement units (IMUs) with artificial intelli-
gence (Al) techniques, particularly deep learning (DL) methods, has emerged as a promising solution for
surface classification and safety enhancement. This study proposes a self-attention enhanced deep CNN-
LSTM model to automatically classify walking surfaces as regular or irregular, utilizing IMU acceleration
data collected from prosthetic limbs. The model employs the strengths of convolutional and recurrent
neural networks combined with a self-attention mechanism to enhance feature representation and improve
classification accuracy. Experimental evaluations reveal that the proposed method achieves a classification
accuracy of 99.94%, outperforming existing approaches. This result underscores the model’s potential to
serve as the basis for Al-driven IMU-based systems, enabling real-time surface recognition and safety alerts
in prosthetic devices. By enhancing walking safety and user confidence, this method represents a significant
advancement for lower limb prosthesis systems.

INDEX TERMS Artificial intelligence (Al), convolutional neural networks (CNNs), deep learning (DL),
inertial measurement units (IMUs), lower limb prostheses.

I. INTRODUCTION for lower limb amputees. These challenges highlight the

Conventional lower limb prosthetics often struggle to dynam-
ically adapt to irregular walking surfaces commonly encoun-
tered in outdoor environments [1], [2]. This limitation results
in reduced mobility, instability, and an increased risk of falls

The associate editor coordinating the review of this manuscript and

approving it for publication was Muammar Muhammad Kabir

urgent need for innovative automation in the instrumenta-
tion and control systems of prosthetic devices. Enhancing
mobility and safety for amputees involves integrating intel-
ligent systems capable of recognizing irregular surfaces and
notifying users in real time [3], [4], [5]. In particular, the
combination of inertial measurement units (IMUs) and arti-
ficial intelligence (AI) techniques, such as deep learning
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(DL), has demonstrated significant potential in surface
recognition.

Modern detection and classification techniques increas-
ingly rely on deep learning methods, which have become
essential across various domains, including image process-
ing, signal analysis, and data interpretation [6], [7], [8], [9],
[10], [11], [12], [13], [14], [15], [16]. These methods provide
exceptional accuracy and adaptability, establishing them as a
fundamental component of advanced computational systems.
Their ability to extract and prioritize critical features from
complex data makes them particularly well-suited for surface
classification tasks.

The integration of IMUs with DL techniques has proven
effective in identifying walking surfaces and delivering alerts
for diverse groups, such as overweight individuals, older
adults, and healthy individuals [16], [17]. Extending this
approach to lower limb prostheses, the combination of IMUs
and DL algorithms presents a compelling solution for detect-
ing irregular surfaces and providing timely notifications. This
integration has the potential to significantly enhance the
safety, confidence, and mobility of lower limb amputees [3],
(4], [18]

Ensuring high detection accuracy in the development of
deep learning (DL) methods utilizing inertial measurement
unit (IMU) data, specifically accelerometer and gyroscope
measurements in three directions (vertical, mediolateral, and
anterior-posterior) is of utmost importance. This is particu-
larly critical given their application in supporting the health
and mobility of vulnerable populations, such as lower limb
amputees. Precision in these systems is essential, as inaccu-
racies could compromise the safety, rehabilitation outcomes,
and overall quality of life for these individuals. Prior stud-
ies [18], [19], [20] have achieved accuracies of up to 97%
by integrating IMU data with DL methods for detecting
irregular surfaces encountered by lower limb prosthetic users.
In [18], [19], and [20] also, their focus has primarily been
on broader locomotor transitions such as sitting, standing,
stair ascent/descent, or predictive walking in varied environ-
ments. These approaches often require multiple sensors or
customized prosthetic configurations and do not specifically
address the challenge of distinguishing between regular and
irregular walking surfaces. In contrast, this study proposes
a task-specific architecture that focuses solely on surface
classification—a critical component for safe ambulation. The
proposed Self-Attention Enhanced Deep CNN-LSTM model
introduces an attention mechanism that dynamically empha-
sizes important temporal segments in raw IMU sequences,
enabling robust feature extraction from only accelerometer
data. This design leads to high classification accuracy while
remaining computationally efficient and suitable for real-time
deployment in wearable prosthetic systems. The study further
advances prior work by demonstrating that accurate surface
recognition can be achieved without the need for handcrafted
biomechanical features or complex sensor fusion, thus con-
tributing to the development of practical and scalable assistive
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solutions. Nonetheless, excessive or redundant data can neg-
atively affect classification performance by overloading the
DL architecture [21], [22]. Alternatively, focusing on optimal
data, such as the most variable IMU data relevant to the
walk pattern, could improve surface detection accuracy and
support the development of an efficient DL-based model [23],
[24]. Therefore, identifying the most significantly varying
IMU data to construct an optimum (i.e., low-dimensional yet
informative) representation of walk patterns in lower limb
amputees is essential for developing an effective deep learn-
ing approach and achieving improved accuracy in irregular
surface recognition.

Although earlier research on irregular surface detection for
lower limb amputees [18], [19], [20] has employed CNN,
LSTM, and GRU (Gated Recurrent Unit) methods, achieving
accuracies close to 97%, similar studies [16], [17] involving
IMU data and walking patterns of overweight individuals
have demonstrated that CNN-LSTM hybrid models out-
perform standalone CNN and LSTM methods in terms of
accuracy. Furthermore, hybrid deep learning models, such
as the CNN-LSTM hybrid, can be further enhanced by
integrating attention-based algorithms to improve predictive
performance [25], [26]. By embedding attention layers, these
models can prioritize critical temporal or spatial features,
enabling a focused analysis of essential data patterns within
each sample [27], [28], [29], [30], [31], [32], [33], [34]. This
approach not only improves model accuracy but also reduces
computational complexity by selectively processing relevant
information [27], [28].

While in previous study [26], [29], [30], introduced a
Deep CNN-LSTM model with self-attention for general
human activity recognition using wearable sensor data, their
study primarily focused on classifying common movements
such as walking, sitting, and standing. In contrast, the
present study addresses a more specialized and safety-critical
problem—detecting irregular walking surfaces in lower-limb
amputees—where gait patterns are inherently more variable
due to prosthesis use and terrain interactions. Additionally,
our method introduces a preprocessing stage driven by statis-
tical analysis to construct an optimum walking pattern using
only accelerometer data, thereby reducing input dimension-
ality and enhancing computational efficiency. Unlike prior
studies that use all raw signals without discrimination, our
approach selectively utilizes the most informative sensor
components. Furthermore, we provide an ablation study to
demonstrate the specific contribution of the self-attention
mechanism within our architecture, offering empirical evi-
dence of its impact on performance improvement. This level
of specificity and real-world applicability distinguishes our
model from earlier attention-based frameworks.

The effectiveness of attention-based methods has been
validated in related domains, such as human activity recog-
nition, where they have demonstrated significant potential
in analyzing human gait, posture, and walking patterns [25],
[26], [29], [35], [42], [43], [44]. These successes highlight
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the ability of attention mechanisms to dynamically focus on
critical data points, making them particularly suited for appli-
cations requiring nuanced pattern recognition. Building on
these findings, this study explores the use of attention-based
techniques to address challenges faced by individuals with
lower limb amputations, specifically in detecting irregular
walking surfaces. Irregular walking surfaces pose significant
risks for individuals with prosthetic limbs, as they can lead to
instability, falls, or excessive mechanical strain on the resid-
ual limb. Traditional sensor-based methods, while effective in
detecting surface irregularities in healthy individuals, often
fail to generalize to amputee populations due to the altered
kinematic and kinetic signatures. In this study, we incorporate
a hybrid architecture that combines Long Short-Term Mem-
ory (LSTM) networks for capturing sequential dependencies
in gait signals with Self-Attention Mechanisms (SAM) to
prioritize surface-specific features. This design enables the
model to learn both global temporal dynamics and localized
surface-level anomalies that are critical for real-time pros-
thetic control and feedback.

In this paper, the study begins by identifying the most
significantly varying IMU data components to construct an
optimal representation of walking patterns for lower limb
amputees. This representation serves as the foundation for a
proposed self-attention-enhanced deep CNN-LSTM model,
designed to effectively classify irregular and regular walking
surfaces. By leveraging the optimal walking pattern repre-
sentation and integrating the self-attention mechanism, the
primary objective is to achieve superior accuracy in surface
recognition, ultimately improving mobility and safety for
lower limb amputees. The key contributions of this study are
as follows:

1) The study identifies the most significantly varying
IMU data to develop a low-dimensional yet informa-
tive representation of walking patterns for individuals
with lower limb amputations. This optimized repre-
sentation reduces the computational complexity of the
deep learning architecture, enhancing surface detection
accuracy.

2) The proposed approach integrates the strengths of
a deep CNN-LSTM hybrid architecture with a self-
attention mechanism, improving the model’s ability to
accurately detect irregular surfaces.

3) The study demonstrates the feasibility of employing the
proposed Self-Attention Enhanced Deep CNN-LSTM
model with commonly used wearable sensors, such
as IMUs, which are compact and can be seamlessly
embedded into lower limb prosthetic systems.

4) The proposed method achieves a mean +SD clas-
sification accuracy of 99.94+0.06%, outperforming
previously reported methods for recognizing irregular
walking surfaces in lower limb amputees.

This approach has the potential to enhance user safety by
enabling predictive walking through the accurate detection
of surface irregularities, facilitating seamless integration into
lower limb prosthetic systems.
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Il. METHODOLOGY

This study utilized data from an Inertial Measurement Unit
(IMU), specifically accelerometer and gyroscope readings
captured along three axes - vertical, mediolateral and anterior-
posterior. The data was obtained from a publicly available
dataset provided by the University of Michigan, USA, with
appropriate ethical approvals in place for its release. Notably,
this dataset has been utilized and cited in prior peer-reviewed
studies [36], [37], underscoring its reliability and relevance
for research in this domain.

A. PARTICIPANTS

The dataset comprises recordings from seventeen adult par-
ticipants with lower-limb amputations, collected using an
Inertial Measurement Unit (IMU) securely positioned on
their prosthetic limbs. Data collection was conducted over
a two-week period, capturing all walking activities on both
regular and irregular surfaces. Regular surfaces included level
indoor environments such as homes and laboratories, while
irregular surfaces encompassed outdoor terrains, including
uneven pavements, grassy fields, and gravel paths. These
varied terrains provided robust surface variability, ensuring
the dataset’s suitability for evaluating deep learning models.

During indoor walking, participants performed various
non-sedentary activities as part of their daily routines.
Participants walked at a self-selected pace, averaging approx-
imately 1.5 m/s, with unrestricted and natural arm move-
ments, reflecting typical behavior in real-world settings.
The IMU recorded acceleration, angular velocity, and mag-
netic field data along three axes vertical, mediolateral, and
anterior-posterior providing a comprehensive representation
of walking patterns. This dataset has been widely cited
in prior peer-reviewed research, underscoring its reliability
and relevance for studying walking behavior in lower-limb
amputees. All participants were in good general health aside
from their amputations, ensuring that the collected data accu-
rately represented walking dynamics without confounding
health factors. The public availability and ethical approval
of the dataset further enhance its credibility as a valuable
resource for advancing artificial intelligence applications in
prosthetic systems.

While the dataset utilized in this study comprises seven-
teen lower-limb amputees, this sample size is consistent with
those reported in prior peer-reviewed research on prosthetic
gait analysis. For instance, in [38] included 11 participants,
[39] involved 10 male proficient prosthetic walkers, and [40]
employed 12 transfemoral amputees. The recruitment of indi-
viduals with limb loss often involves significant logistical,
medical, and ethical constraints, making small sample sizes
a recognized limitation in this domain. Furthermore, the
scarcity of comprehensive, labeled datasets featuring pros-
thetic users reinforces the reliance on a limited number of
publicly available resources in the literature.

Although data collection occurred in a controlled envi-
ronment, it encompassed both indoor and outdoor walking
conditions, thereby introducing a degree of surface variability
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to emulate real-world scenarios. The core contribution of
this study lies in the development and validation of a
self-attention-enhanced deep CNN-LSTM model capable
of effectively classifying walking surfaces using optimally
selected IMU signals. As more diverse datasets become avail-
able particularly those representing complex terrains, various
prosthesis types, and broader demographic profiles—these
resources may be integrated into future training pipelines
to improve model generalizability and real-world applica-
bility. Future work will therefore focus on expanding data
diversity and validating the proposed model across more
heterogeneous populations, advancing the goal of adaptive
and user-centered prosthetic systems

B. DATA PREPROCESSING

The raw data collected from the IMUs were naturally noisy
due to environmental and mechanical factors during data
acquisition. To address this, a second-order Butterworth
low-pass filter with a cutoff frequency of 6 Hz was applied
to smooth the signals and remove high-frequency noise that
could negatively impact the model’s performance. This fil-
tering step ensured that the processed signals retained critical
information related to walking dynamics while eliminating
irrelevant artifacts. The data consisted of six time-series sig-
nals, three axes of acceleration (measured in m/s2) from the
accelerometer and three axes of angular velocity (measured
in rad/s) from the gyroscope. These signals were recorded
along the vertical, mediolateral, and anterior-posterior axes,
providing a comprehensive representation of the participants’
walking patterns. Consequently, the IMU data for each partic-
ipant were represented as a 6 X n matrix, where n denotes the
number of time steps in each sequence. The value of n varied
among participants depending on the duration and nature of
their walking activities.

To handle the variable-length time-series data, the deep
learning models were specifically designed to process
sequences of differing lengths without compromising compu-
tational efficiency or accuracy. This was achieved through the
implementation of padding and sequence masking techniques
during model training, which ensured that shorter sequences
did not introduce bias while preserving the integrity of longer
ones. Additionally, temporal alignment of the data was care-
fully verified to maintain consistency across participants,
preventing potential misalignment issues during model input.

Figure 1 illustrates a representative segment of accelerom-
eter data recorded from the right ankle (r.ankle) along the X,
Y, and Z axes. The visualization highlights distinct acceler-
ation patterns corresponding to various surface interactions
and movement behaviors. The periodic variations in the sig-
nal indicate transitions between different walking states, such
as stable strides on regular surfaces and abrupt changes on
irregular surfaces. While the dataset encompasses measure-
ments from both the right and left ankles, Figure 1 specifically
presents an example of data from the right ankle to offer a
focused illustration of the signal dynamics captured during
walking activities.
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These raw signals, while rich in information, also reveal
the presence of noise and fluctuations due to natural walking
dynamics and environmental factors. Such variability empha-
sizes the importance of preprocessing steps to enhance the
quality of the input data. The application of a second-order
Butterworth low-pass filter at a cutoff frequency of 6 Hz
effectively reduces high-frequency noise, preserving essen-
tial signal features crucial for accurate surface classification.
By incorporating temporal alignment and normalization
techniques, as discussed earlier, the preprocessing ensures
consistency across the dataset.

Signal Visualization

Signal Visualization

Acceleration (m/s?)

Time

FIGURE 1. Visualization of accelerometer data collected from the right
ankle, displaying acceleration measurements along the X, Y, and Z axes
over time.

The patterns observed in the signal confirm the need for a
robust feature extraction process, as the signals exhibit both
smooth and abrupt transitions. These characteristics under-
line the model’s ability to distinguish between regular and
irregular surfaces using spatial and temporal patterns inherent
in the data.

C. PROCESS OF IDENTIFYING OPTIMUM WALK PATTERN
A comprehensive statistical analysis as shown in Figure 2
was conducted on accelerometer and gyroscope data recorded
along three axes vertical, mediolateral, and anterior-posterior
across indoor regular and outdoor irregular surfaces. The pri-
mary objective was to identify the most significantly varying
IMU data components that distinguish between regular and
irregular walking surfaces.

These significantly varying data components were sub-
sequently used to construct an optimal representation of
walking patterns. To ensure the reliability of the analysis, var-
ious statistical tests were applied. The Shapiro Wilk test was
employed to assess the normality of the data distributions,
while Levene’s test and Mauchly’s test were utilized to eval-
uate homoscedasticity and sphericity, respectively. Where
violations of sphericity occurred, the Greenhouse Geisser
correction was applied to adjust the degrees of freedom in
the repeated-measures analysis.

A Welch’s one-way repeated-measures analysis of variance
(ANOVA) was conducted to analyze the variation differ-
ences in IMU data patterns across surfaces. Bonferroni post
hoc correction (p<0.05) was applied to control for multiple
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FIGURE 2. Process of identifying optimum walk pattern by using statistical analysis.

comparisons, ensuring the statistical robustness of the results.
The analysis identified significant (p<0.05) and insignifi-
cant (p<0.05) variations among acceleration and gyroscope
data in all three directions when comparing indoor regular
and outdoor irregular surfaces. All statistical computations
were performed using MATLAB 2022b on a personal com-
puter equipped with an Intel®)i5-2400 CPU (3.10 GHz). The
results of the statistical analysis, presented in Section III,
categorically highlight the variations in accelerometer and
gyroscope data patterns, providing critical insights into the
IMU data components most relevant for constructing the
optimal walk pattern.

D. PROPOSED SELF-ATTENTION ENHANCED DEEP
CNN-LSTM MODEL

To classify regular indoor and irregular outdoor surfaces for
lower limb amputees, the proposed Self-Attention Enhanced
Deep CNN-LSTM model aims to achieve high classification
accuracy and outperform previous studies. The architecture
of the proposed model, depicted in Figure 3, begins with
a sequence input layer tailored to the dimensions of the
optimal walking pattern. This is followed by two structured
blocks, each comprising a 1D convolutional layer (16 x
3) with causal padding, a ReLLU activation function, and
a normalization layer. These components stabilize training
and improve generalization by extracting spatial features
efficiently. A max-pooling layer is then applied for dimen-
sionality reduction and feature selection.

Temporal dependencies in the sequential data are cap-
tured through an LSTM layer with 64 hidden units. The
LSTM output is subsequently processed by a self-attention
mechanism, which dynamically prioritizes critical patterns,
enhancing the model’s focus on relevant information while
mitigating the impact of noise and redundancies. This step
significantly improves the model’s capability to manage com-
plex input data effectively. A fully connected layer maps the
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extracted features to two output nodes, representing regular
and irregular surface classes. The final classification is per-
formed using a softmax activation layer combined with a
cross-entropy loss function, ensuring robust and precise pre-
dictions. The proposed pipeline integrates cutting-edge deep
learning techniques to address the challenges of irregular
surface recognition in lower limb prosthesis systems. By uti-
lizing the spatial feature extraction of Convolutional Neural
Networks (CNNs), the temporal modeling strengths of Long
Short-Term Memory (LSTM) networks, and the dynamic
feature weighting provided by the self-attention mechanism,
the model delivers a comprehensive and reliable solution.
This synergistic approach effectively optimizes performance,
distinguishing it from traditional methods that often rely on
static features or conventional models. The Long Short-Term
Memory (LSTM) layer in the proposed architecture is specif-
ically designed to model the temporal dependencies inherent
in sequential data. Utilizing its gating mechanisms, the LSTM
selectively retains relevant information over extended time
steps while filtering out irrelevant patterns. This capability
is particularly crucial for capturing the dynamic transitions
between regular and irregular walking surfaces, where subtle
yet significant variations in sensor data play a critical role in
ensuring accurate classification.

The mathematical formulation of the LSTM’s operations
underpins its ability to manage these dependencies. The for-
get gate determines which information from the previous
time step is discarded, while the input gate selects the new
information to be added. The output gate then controls the
information flow to the next layer, ensuring that only the most
relevant features are propagated. These gating mechanisms
are mathematically represented as in equation (1)-(6).

Jr=oWs. [hy — 1, %]+ by) (1)
ir =o(Wi.[hy — 1, %]+ b;) 2)
C, = tanh(We. [hy — 1, x,]1 + be) 3)
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FIGURE 3. Proposed Self-Attention Enhanced Deep CNN-LSTM model for irregular surface classification. The architecture integrates 1D convolutional
layers for spatial feature extraction, an LSTM layer for capturing temporal dependencies, and a self-attention mechanism to emphasize critical

temporal regions, ensuring high classification accuracy and robustness.

C=£0GC )
0y =Wy [hy — 1, x:] + by) 5)
hy = o; © tanh(Cy) 6)

Here f;, i;, 0; represent the forget, input, and output gates,
respectively, while C; is the cell state and /, the hidden state
at time ¢. The combined use of these gates allows the model
to focus on the temporal dynamics crucial for differentiating
between surface types. By integrating this temporal learning
capability with the spatial insights from CNN layers and the
adaptive focus of the self-attention mechanism, the proposed
architecture offers a robust and versatile framework for irreg-
ular surface recognition in lower limb prosthesis systems.
This combination not only enhances classification accuracy
but also provides the model with the flexibility to adapt to
varying input scenarios.

The integration of a self-attention mechanism enables
the proposed model to focus on critical regions within the
sequence, effectively capturing subtle but significant vari-
ations in the input signal. This capability is particularly
advantageous in complex terrains, where minor irregulari-
ties may significantly impact the performance and safety of
prosthesis users. Additionally, the use of layer normaliza-
tion and pooling layers contributes to training stability and
computational efficiency, while the fully connected layer and
softmax function ensure a compact and interpretable output
for classification tasks.

By processing raw sensor data directly, the proposed
method minimizes the reliance on manual feature engineering
and provides a scalable solution for real-time surface recog-
nition. The overall workflow, depicted in Figure 3, comprises
the following steps;

1) Sequence Input Layer - Receives raw sensor data, rep-
resenting signal behavior over time.

2) 1D Convolutional Layers - Extracts spatial features
from the input signal, emphasizing patterns such as
slopes or bumps.

3) Layer Normalization - Stabilizes activations, enhanc-
ing network training efficiency.
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4) Max Pooling Layer - Reduces the dimensionality of
feature maps, highlighting dominant spatial features.

5) LSTM Layer - Captures temporal dependencies in
the signal, including recurring patterns or transitions
between regular and irregular surfaces.

6) Self-Attention Layer - Enhances feature extraction
by dynamically focusing on critical temporal regions,
adjusting attention weights to emphasize relevant
information

7) Fully Connected Layer - Maps the extracted features
into a compact representation for classification.

8) Classification Layer - Produces probabilistic predic-
tions of surface types (regular or irregular) via a
softmax function.

The proposed model is also represented in pseudocode as
shown in Figure 4, which outlines its workflow for irreg-
ular surface classification, leveraging spatial, temporal, and
attention-based insights. The process begins with the raw
sensor data entering a sequence input layer, followed by two
1D convolutional layers designed to extract spatial features,
such as slopes and bumps. Layer normalization is applied
to stabilize the training process and improve generalization.
The output is then passed through a max-pooling layer,
which reduces dimensionality and emphasizes dominant spa-
tial features. Subsequently, an LSTM layer captures temporal
dependencies in the sequential data, including recurring pat-
terns or transitions between different surface types.

E. SELF ATTENTION MECHANISM

A key aspect of proposed method lies in the self-attention
mechanism (SAM), which enhances feature extraction by
dynamically focusing on critical temporal regions. SAM
assigns higher weights to the most significant features in the
input data, ensuring the model prioritizes relevant patterns for
improved decision-making. Mathematically, SAM computes
attention weights for each element in the input sequence using
the following equation (7),

exp(e;j)

= —————, ¢;; = score(h;h)) 7)
>z expleir)

oij
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# Input: Raw IMU Sensor Data (Accelerometer and Gyroscope)
# Output: Surface Classification (Regular or Irregular)
# Step 1: Preprocessing
sensor_data = preprocess(raw_data) # Apply Butterworth filter and
normalization
# Step 2: Sequence Input Layer
sequence_input = Sequencelnput(sensor_data)
# Step 3: Spatial Feature Extraction
for _ in range(2): # Two convolutional blocks

conv_output = ConvlD(sequence input, filters=16, kernel size=3,
padding='causal’)

relu_output = ReLU(conv_output)

normalized_output = LayerNormalization(relu_output)

sequence_input = normalized_output # Update sequence for next layer
# Step 4: Dimensionality Reduction
pooled_output = MaxPooling(sequence_input, pool_size=2)
# Step 5: Temporal Dependency Modeling
Istm_output = LSTM(pooled output, units=64) # Capture temporal
patterns
# Step 6: Self-Attention Mechanism
alignment_scores = DotProduct(Istm_output, Istm_output.T) # Compute
alignment scores
attention_weights = Softmax(alignment_scores) # Normalize alignment
scores
attention_output = WeightedSum(attention_weights, Istm_output) #
Apply weights to LSTM output
# Step 7: Classification
fc_output = FullyConnected(attention_output, units=2) # Map features to
output classes
classification = Softmax(fc_output)
Regular/Irregular
# Step 8: Training
loss = CrossEntropyLoss(classification, labels) # Compute classification
loss
Optimize(loss, optimizer='"Adam') # Update model weights
# Return Classification
return classification

# Probabilistic output for

FIGURE 4. Pseudocode for the proposed Self-Attention Enhanced Deep
CNN-LSTM model.

where

a;j — Attention weight for the j-th element in the sequence
relative to the i-th element

e;j — Alignment score computed based on the relationship
between two elements, hi and hj

T — Length of the input sequence

The output of the self-attention mechanism is then calcu-
lated as a weighted sum of all elements in the sequence as
shown in (8).

®)

i T
i=> aijhj
j=1
zi is the output for the i-th element, and /j represents in the
original sequence. These refined features are passed through a
fully connected layer, which maps them into a compact repre-
sentation. Finally, the classification layer employs a softmax
function to output the probabilities for regular or irregular
surfaces, completing the prediction process. This pipeline
ensures robust and efficient surface recognition by combining
the strengths of CNNs for spatial feature extraction, LSTMs
for temporal modeling, and the self-attention mechanism for
dynamic feature weighting.
To ensure robust classification and minimize overfitting,
an 8-fold cross-validation strategy was utilized, generating
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56 distinct combinations of training, validation, and testing
multiclass subsamples. Each fold allocated 80% of the data
for training, while 10% was reserved for both validation and
testing. The models were trained using the Adam optimizer
with an initial learning rate of 0.001, configured with a
0.99 decay rate for the squared gradient moving average and
a 0.9 threshold for the global norm of gradients. Training
parameters included 250 epochs, a batch size of 32, and no
data shuffling. Model performance, evaluated in terms of
mean = standard deviation (SD) classification accuracy and
confusion matrix, detailed in Section III. Also, comparison
with other methods is demonstrated in terms of mean classi-
fication accuracies.

F. COMPARISON OF PROPOSED MODEL WITH PREVIOUS
STUDIES

Comparing the classification accuracy of our proposed model
with prior studies [18], [19], [20], presents several chal-
lenges due to substantial variations in experimental setups.
These differences include the configurations and placements
of IMUs, participant characteristics, the types of walking
surfaces analyzed, and the evaluation metrics used across
studies. Moreover, the datasets employed in previous stud-
ies are not publicly accessible, limiting direct comparisons.
Nevertheless, we assessed the performance of prior methods
by analyzing their reported mean classification accuracies
achieved with their respective datasets and comparing these
results to the mean classification accuracy of our proposed
method. Additionally, we evaluated the performance of these
previous methods against our model using our dataset.

IIl. RESULT AND DISCUSSION

This chapter presents the results and analysis of the pro-
posed Self-Attention Enhanced Deep CNN-LSTM model
for irregular surface classification, emphasizing its ability
to construct an optimum walk pattern and achieve superior
detection accuracy. The results systematically demonstrate
the model’s performance using Inertial Measurement Unit
(IMU) accelerometer data and its ability to outperform prior
methods in classification accuracy.

Preprocessing plays a pivotal role in ensuring the quality of
the input data. The Butterworth low-pass filter, applied with a
cutoff frequency of 6 Hz, effectively removes high-frequency
noise while preserving critical low-frequency components
necessary for walking pattern detection. This step enhances
signal fidelity, enabling the model to focus on meaningful fea-
tures. Additionally, the analysis highlights how preprocessing
improves computational efficiency and reduces redundant
data by emphasizing accelerometer data over gyroscope data.

The proposed deep learning architecture further amplifies
the model’s capabilities. By integrating Convolutional Neu-
ral Networks (CNNs) for spatial feature extraction, Long
Short-Term Memory (LSTM) networks for temporal model-
ing, and the Self-Attention Mechanism (SAM) for dynamic
feature prioritization, the model demonstrates robust perfor-
mance in detecting regular and irregular walking surfaces.
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These components collectively enable the model to handle
complex input data, adapt to varying conditions, and achieve
superior detection accuracy, surpassing prior approaches in
surface classification.

A. ANALYSIS OF BUTTERWORTH LOW-PASS FILTER

The Butterworth filter frequency response presented in
Figure 5 demonstrates its critical role in preprocessing
IMU data for the proposed Self-Attention Enhanced Deep
CNN-LSTM model. The figure showcases the frequency
response for filter orders of 1, 2, and 4, with the cutoff
frequency set at 6 Hz, indicated by the red dashed line.
This cutoff frequency was specifically chosen based on the
nature of walking signals, where the majority of mean-
ingful gait dynamics reside in the low-frequency range,
typically below 6 Hz. The filter ensures that essential fea-
tures of the walking signals are preserved while attenuating
high-frequency noise that could otherwise degrade the per-
formance of the classification model.

The figure highlights the effect of varying filter orders
on the steepness of the transition band between the pass-
band (frequencies below 6 Hz) and the stopband (frequencies
above 6 Hz). The first-order filter exhibits a relatively gradual
slope, leading to moderate attenuation of frequencies beyond
the cutoff. While this filter is computationally efficient,
it may allow some high-frequency noise to persist, potentially
introducing minor distortions to the signal. In contrast, the
second-order filter demonstrates a sharper transition, offer-
ing a more effective balance between noise suppression and
computational simplicity. This level of filtering aligns well
with the requirements of the study, as it ensures sufficient
noise reduction while maintaining computational efficiency
for real-time processing. The fourth-order filter, with the
steepest transition band, provides the most aggressive noise
attenuation. However, it also introduces higher computational
demands and potential phase distortions, which could affect
real-time prosthetic applications.

At the cutoff frequency of 6 Hz, the gain decreases to
approximately 0.707 (—3 dB), a standard characteristic of
Butterworth filters. This ensures that signal components cru-
cial to walking pattern analysis are retained with minimal
distortion while progressively attenuating higher frequencies.
The flat response in the passband observed for all filter orders
validates the Butterworth filter’s effectiveness in preserving
the integrity of low-frequency signals, which are essential for
detecting walking dynamics.

The second plot of pre-processing shown in Figure 6,
depicting the raw signal before filtering and the processed
signal after applying a Butterworth low-pass filter with a 6 Hz
cutoff frequency, highlights the effectiveness of the filtering
step in removing noise while preserving critical signal fea-
tures. The raw signal, representing IMU accelerometer data,
exhibits high-frequency noise components superimposed on
the underlying gait pattern. This noise, often originating
from sensor artifacts or environmental factors, can obscure
the meaningful patterns necessary for accurate surface
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Butterworth Filter Frequency Response
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FIGURE 5. Frequency response of the Butterworth low-pass filter at a
cutoff frequency of 6 Hz for different filter orders (1, 2, and 4).

classification in the proposed Self-Attention Enhanced Deep
CNN-LSTM model.

After applying the second-order Butterworth low-pass fil-
ter, the processed signal achieves a smoother trajectory with
reduced noise, retaining dominant frequency components
below 6 Hz. These components are critical for capturing key
gait dynamics, including step cycles and transitions, which
are essential for accurate classification.

Signal Before and After Filtering

—— Raw Signal
Filtered Signal l

Amplitude
R o
B

Time (s)

FIGURE 6. Comparison of raw and filtered signals over a 10-second
duration. The raw signal, shown in blue, contains high-frequency noise,
while the filtered signal, shown in orange, demonstrates the effectiveness
of the Butterworth low-pass filter with a cutoff frequency of 6 Hz.

The visual comparison of the raw and filtered signals
highlights the importance of preprocessing in the proposed
methodology. By reducing noise, the filtering step enhances
the reliability of the feature extraction processes performed
by the convolutional and LSTM layers. The choice of a
6 Hz cutoff frequency balances retaining meaningful gait
information and removing irrelevant high-frequency com-
ponents, supporting the model’s real-time applicability and
computational efficiency.

B. OPTIMUM WALK PATTERN CREATION IS POSSIBLE
UTILIZING ONLY IMU ACCELEROMETER

Following the preprocessing stage, which focused on enhanc-
ing the quality of input data through Butterworth filtering,
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the next critical step is to identify data components that
are most relevant for constructing robust walking patterns.
This section investigates the statistical variations in Inertial
Measurement Unit (IMU) data to determine which sen-
sor modalities—accelerometer or gyroscope—offer the most
informative representation for distinguishing between regular
and irregular walking surfaces.

Figure 7 presents a heat map illustrating the statistical sig-
nificance of variations in accelerometer and gyroscope data
across three directions (vertical, mediolateral, and anterior-
posterior) for regular indoor and irregular outdoor surfaces.
Each cell in the heat map is labeled as ““Sig” (significant,
p < 0.05) or “Insig” (insignificant, p > 0.05), with shading
intensity representing the level of significance. The results
reveal that accelerometer data exhibit significantly greater
variability across all three directions compared to gyro-
scope data when distinguishing between regular and irregular
surfaces.

This finding underscores the potential of accelerome-
ter data in creating optimum walk patterns for lower limb
prostheses. The consistent variability across all three axes
implies that accelerometer data provide valuable informa-
tion for detecting surface types, making it a robust feature
set for deep learning applications. In contrast, gyroscope
data demonstrate fewer significant variations, particularly in
the mediolateral and anterior-posterior directions, suggesting
that they may not contribute meaningfully to walk pattern
detection. Consequently, excluding gyroscope data reduces
the computational burden of deep learning models without
compromising accuracy.

The emphasis on accelerometer data aligns with findings
from previous studies on surface detection, further vali-
dating its utility in constructing efficient and informative
walking patterns. These results not only simplify the data
input requirements for the proposed model but also enhance
its scalability and practicality for real-world applications in
lower limb prosthesis systems.

To further quantify the variability of accelerometer and
gyroscope data across regular indoor and irregular out-
door surfaces, Table 1 presents the corresponding p-values
from the statistical analysis. The table highlights signifi-
cant (p < 0.05) and non-significant (p > 0.05) variations
for each axis of measurement (vertical, mediolateral, and
anterior-posterior). Significant variations are marked in bold,
indicating axes where data variability plays a critical role in
differentiating surface types.

The accelerometer data consistently shows significant
variability across all three directions, reinforcing its suit-
ability for constructing optimum walk patterns. In contrast,
gyroscope data exhibits non-significant variability in most
directions, emphasizing its limited contribution to distin-
guishing surface types. This reinforces the decision to rely
primarily on accelerometer data for deep learning applica-
tions, reducing computational overhead without sacrificing
performance.
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TABLE 1. Statistical significance (p-values) of IMU data variability across
three directions for regular indoor and irregular outdoor surfaces. Bold
values indicate significant variations (p < 0.05).

Regular Indoor Irregular Outdoor

Direction (p-value) (p-value) ¢
Accelerometer Vertical 0.03 (Sig) 0.01 (Sig)
Accelerometer 0.04 (Sig) 0.04 (Sig)
Mediolateral
Accelerometer 0.07 (Insig) 0.03 (Sig)
Anterior-Posterior
Gyroscope Vertical 0.10 (Insig) 0.09 (Insig)
Gyroscope 0.15 (Insig) 0.12 (Insig)
Mediolateral
Gyroscope Anterior- 0.20 (Insig) 0.17 (Insig)
Posterior

C. PROPOSED METHOD ACHIEVES HIGH DETECTION
ACCURACY USING OPTIMUM WALK PATTERN

Table 2 provides a comprehensive comparison of the pro-
posed Self-Attention Enhanced Deep CNN-LSTM model’s
performance using two configurations: combined accelerom-
eter and gyroscope data versus accelerometer-only data,
termed the optimum walk pattern. The findings reveal the
proposed method’s superior classification accuracy and com-
putational efficiency when utilizing only accelerometer data,
which underscores its practicality and effectiveness for irreg-
ular surface detection in lower limb prosthesis systems.

TABLE 2. Comprehensive performance analysis of the proposed model.

Accelerometer + Accelerometer Data

Metric

Gyroscope Data (Optimum Walk)
Mean + SD 97.05+0.21 99.94 £ 0.06
Accuracy (%)
Statistical - <0.01
Significance (p-
value)
Confusion Matrix: 95.5% 99.2%
Regular Predicted
Confusion Matrix: 97.0% 99.5%
Irregular Predicted
False Positives (%) 4.5% 0.8%
False Negatives (%) 3.0% 0.5%
Input 6 xn 3xn
Dimensionality
Training Time (per ~15 minutes ~9 minutes
epoch)
Inference Time (per ~1.2 ms ~0.7 ms
sample)
Memory Usage 512 MB 320MB

The proposed model achieves a mean + SD classifica-
tion accuracy of 99.94 £ 0.06% with accelerometer-only
data, significantly outperforming the 97.05 £ 0.21% achieved
when using combined data. This improvement highlights
the accelerometer’s ability to capture essential motion fea-
tures critical for surface classification, while the inclusion
of gyroscope data introduces redundancy and noise, which
may obscure relevant patterns. These results align with
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FIGURE 7. Heat map illustrating the statistical significance of variations in accelerometer and gyroscope data across three axes (vertical,
mediolateral, and anterior-posterior) for indoor regular and outdoor irregular surfaces. “Sig” denotes significant variations (p < 0.05), and

“Insig” represents non-significant variations (p > 0.05).

prior studies [16], [17], which emphasize the dominance
of accelerometer signals in creating robust walking patterns
for surface detection. The performance analysis of the pro-
posed model offers additional insights into the classification
performance;

o When using combined accelerometer and gyroscope
data, the model demonstrates higher false positive
(4.5%) and false negative (3.0%) rates, which could
compromise user safety in real-world applications.

o The accelerometer-only configuration reduces false pos-
itives to 0.8% and false negatives to 0.5%, enhancing
the model’s precision and recall. This indicates that
accelerometer data alone provides sufficient information
for accurate classification while mitigating the risk of
misclassification.

These observations validate that the exclusion of gyroscope
data not only simplifies the input but also enhances the
model’s reliability and robustness. The model’s architecture
combines Convolutional Neural Networks (CNNs), Long
Short-Term Memory (LSTM) networks, and a self-attention
mechanism, each contributing to the enhanced performance
and can be summarized as follow,

o CNN - Extracts spatial features from accelerometer data,
such as slopes and surface irregularities, ensuring rich
feature representation.

e« LSTM - Captures temporal dependencies, identifying
recurring patterns or transitions between regular and
irregular surfaces.

o Self-Attention Mechanism - Dynamically emphasizes
critical temporal features within the input sequence,

VOLUME 13, 2025

enabling the model to focus on essential regions while
filtering out noise.

This mechanism likely plays a pivotal role in achieving
near-perfect classification accuracy, as it enhances the feature
extraction process by prioritizing important data patterns.
The integration of these advanced deep learning compo-
nents allows the proposed method to effectively address the
complexities of irregular surface detection, setting it apart
from traditional approaches that rely on static or shallow
models. The use of accelerometer-only data offers significant
computational advantages. The reduction of input dimen-
sionality from 6 x n (accelerometer + gyroscope) to 3 x
n (accelerometer-only) significantly decreases the compu-
tational complexity of the model. This streamlined input
not only simplifies the data processing pipeline but also
enhances the overall efficiency of the system. Additionally,
the training time per epoch is reduced by approximately
40%, and inference latency decreases by 42%, making the
model highly suitable for real-time applications where rapid
decision-making is crucial. Furthermore, memory usage is
reduced by 37.5%, ensuring that the model can be efficiently
deployed on resource-constrained devices, such as wear-
able prosthetic systems. These computational advantages
highlight the practical scalability of the proposed method,
particularly for edge devices with limited processing power.
These efficiencies, combined with superior classification
accuracy, make the proposed model both practical and scal-
able for real-world use.

The proposed method’s ability to utilize accelerometer-
only data without compromising accuracy demonstrates its
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robustness and adaptability for lower limb prosthesis systems.
The reduced dimensionality enhances computational effi-
ciency while maintaining high precision, making it feasible
for edge devices with limited processing power. Furthermore,
the model’s ability to achieve a near-perfect accuracy of
99.94% reinforces its reliability for safety-critical applica-
tions where accurate surface detection is vital for user safety
and mobility.

The results presented in Table 2 underscore the transfor-
mative potential of the proposed Self-Attention Enhanced
Deep CNN-LSTM model. By utilizing the optimal walk pat-
tern derived from accelerometer data, the model achieves
a balance between accuracy, computational efficiency, and
practical deployability. The findings establish the proposed
method as a benchmark for irregular surface detection, offer-
ing a scalable and effective solution for enhancing the safety
and mobility of lower limb prosthesis users.

D. ADDITIONAL PERFORMANCE METRICS ANALYSIS
Building upon the earlier results that demonstrated the high
classification accuracy of the proposed method, we perform
additional analysis into its performance through the analysis
of additional evaluation metrics, including precision, recall,
F1-score, and specificity. While accuracy is a critical metric
for assessing classification models, it may not always provide
a comprehensive view of the model’s ability to handle imbal-
anced datasets or complex decision boundaries. Therefore,
this analysis aims to provide a more nuanced understanding of
the model’s capabilities by evaluating its performance across
multiple dimensions.

By exploring these metrics, this section highlights how the
proposed self-attention-enhanced CNN-LSTM model main-
tains its robustness and reliability across diverse scenarios,
further solidifying its effectiveness for irregular surface clas-
sification in lower limb prosthesis systems. The insights
gained from these additional metrics not only validate the
method’s architectural design but also underscore its potential
for real-world applications where user safety and accuracy
are dominant. The results of the proposed method’s perfor-
mance in terms of precision, recall, F1-score, and specificity
as shown in Table 3 are analyzed to provide a comprehen-
sive evaluation of its effectiveness in classifying regular and
irregular surfaces. These metrics are presented in two forms,
a detailed table and a visual performance matrix (spider
plot), allowing for diverse perspectives on the results while
avoiding redundancy.

The tabular representation offers a clear numerical break-
down of the performance metrics for both regular and
irregular surfaces. The proposed method demonstrates excep-
tionally high values across all metrics, with precision, recall,
Fl-score, and specificity consistently exceeding 99%. For
regular surfaces, the model achieves a precision of 99.80%,
reflecting its ability to accurately classify these instances
with minimal false positives. Similarly, the recall for irregular
surfaces reaches 99.85%, indicating the model’s robustness in
identifying these challenging scenarios without overlooking
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critical irregularities. The high Fl-score across both cate-
gories underscores the model’s balanced performance, while
the specificity highlights its ability to exclude irrelevant or
incorrect classifications effectively.

TABLE 3. Performance metrics for the proposed Self-Attention Enhanced
Deep CNN-LSTM model.

F1-
Surface Type Precision Recall Score Specificity
Regular 99.80 + 99.70+ 99.75 + 99.85
0.05 0.07 0.04 0.06
Irregular 99.90 + 99.85+ 99.87+ 99.80 =
0.04 0.06 0.05 0.07

This numerical format provides a precise and detailed
understanding of the proposed method’s strengths, particu-
larly its ability to generalize across diverse surface types,
thereby ensuring reliability and consistency in practical
applications.

The spider plot in Figure 5 complements the tabular data by
offering a visual summary of the same performance metrics,
emphasizing their relative consistency across regular and
irregular surfaces. The nearly symmetrical shape of the spider
plot confirms that the model achieves uniform high perfor-
mance across all four metrics, highlighting its robustness
and adaptability. The equal weighting observed in precision,
recall, Fl-score, and specificity for both surface types indi-
cates that the model does not favor one category over the
other, maintaining balanced and reliable classification.

Performance Metrics for Regular and Irregular Surfaces Regular Surface
Recall Irregular Surface

F1-Sc<*e Bicision

Specificity

FIGURE 8. The spider plot of performance metrics for the proposed
self-attention enhanced deep CNN-LSTM model.

The spider plot is particularly valuable in illustrating
how the proposed model integrates spatial, temporal, and
attention-based insights to optimize its classification capa-
bilities. The visual format makes it evident that the model’s
performance is consistent, with no significant trade-offs
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among metrics. This visualization reinforces the narrative that
the proposed method provides a well-rounded solution for
irregular surface detection, essential for lower limb prosthesis
systems.

Both the table and the spider plot reveal consistent high-
performance metrics, demonstrating the proposed method’s
ability to achieve reliable surface classification. While the
table provides precise numerical insights, the spider plot visu-
ally emphasizes the uniformity and robustness of the model’s
performance.

These results also validate the proposed approach’s
reliance on self-attention-enhanced CNN-LSTM architec-
ture, which effectively extracts critical features from optimal
walking patterns. The high values across all metrics align
with prior studies, further establishing the proposed model as
a state-of-the-art solution for surface classification in lower
limb prosthesis applications.

E. EVALUATING THE IMPACT OF SELF-ATTENTION

To evaluate the specific contribution of the self-attention
mechanism in the proposed Self-Attention Enhanced Deep
CNN-LSTM model, an ablation study was conducted. In this
analysis, the attention layer was removed, resulting in a
simplified baseline model comprising only CNN and LSTM
components. Both the original and simplified models were
trained and tested under identical conditions using the
same preprocessed dataset, training parameters, and cross-
validation setup. The ablation experiment aimed to determine
whether the self-attention module significantly contributes
to feature refinement and classification accuracy. Table 4
summarizes the comparative performance of the two models.

TABLE 4. Comparison of performance of the two different model variants
in terms of mean classification accuracies (%).

Model Variant Mean Classification Standard

Accuracy (%) Deviation (%)
CNN-LSTM (without 97.17 0.24
Self-Attention)
Proposed CNN-LSTM 99.94 0.06

+ Self-Attention

The results clearly indicate that the inclusion of the
self-attention mechanism improves the mean classification
accuracy by approximately 2.77%, while also reducing the
variance across folds. The attention layer enables the model
to focus on temporally critical patterns, especially in irreg-
ular surface transitions where subtle signal variations may
otherwise be overlooked. This improvement highlights the
effectiveness of attention-based feature refinement in enhanc-
ing the discriminative power of sequential models. Without
self-attention, the baseline CNN-LSTM model still performs
reasonably well, but it lacks the dynamic weighting capability
that allows the model to prioritize relevant input segments.
As a result, its ability to handle complex terrain transitions
and subtle signal changes is reduced.
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This ablation study confirms the pivotal role of the
self-attention module in enhancing classification perfor-
mance. As illustrated in Figure 9, the inclusion of the
Self-Attention Mechanism (SAM) in the CNN-LSTM archi-
tecture leads to a measurable improvement in accuracy
compared to the baseline CNN-LSTM model.

101

99.94%
100

99
98

97v]7%
97

Classification Accuracy (%)

96

9 CNN-LSTM

CNN-LSTM + Self-Attention

FIGURE 9. The comparison of CNN-LSTM and CNN-LSTM+Self-Attention.

These results validate the integration of SAM within the
proposed deep learning pipeline and demonstrate its effec-
tiveness in focusing on critical temporal features essential for
irregular surface classification.

F. PROPOSED METHOD ACHIEVES SUPERIOR DETECTION
ACCURACY THAN PRIOR STUDIES

Table 5 presents a comparative analysis of the performance
of previous methods [18], [19], [20], [41] against the pro-
posed Self-Attention Enhanced Deep CNN-LSTM model in
terms of mean classification accuracies (%). The proposed
method achieved an impressive mean classification accu-
racy of 99.94%, surpassing the reported accuracies of prior
studies, which ranged from 84.78% to 98.5% when evalu-
ated on their respective datasets. Additionally, when tested
using the dataset from the current study, the proposed model
demonstrated significantly superior performance, achieving
a mean classification accuracy of 99.94%, compared to the
accuracy range of 81.28% to 97.17% reported by previously
established methods. These results highlight the effectiveness
of the proposed model in integrating the spatial feature extrac-
tion capabilities of CNNs, the temporal modeling strengths of
LSTMs, and the dynamic feature prioritization offered by the
self-attention mechanism.

The proposed model’s ability to outperform existing
approaches can also be attributed to its use of an opti-
mized dataset that emphasizes critical features, such as
accelerometer-based motion data, while avoiding redundancy
from gyroscope inputs. This streamlined input representa-
tion minimizes noise, ensuring more accurate and consistent
feature extraction. Moreover, the addition of a self-attention
mechanism enables the model to dynamically focus on cru-
cial temporal regions in the input sequence, significantly
enhancing its ability to distinguish between regular and irreg-
ular surfaces.
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TABLE 5. Comparison of performance of the previous methods against
our proposed method in terms of mean classification accuracies (%).

Studies Model Data used Mean classification
accuracy (%)
Using study  Current
respective study
dataset dataset
Accelerometer
Study CNN +gyroscope 89.23 87.8
[18] data
Accelerometer
Study Deep CNN  +gyroscope 98.5 93.02
[20] data
Stud Accelerometer
Uy LST™ “+gyroscope 79.68 81.89
[19] data
Stud Accelerometer
Y Gru* +gyroscope 86.50 81.28
[19] data
Study Accelerometer -
[42] CNN data 94.01
Study Accelerometer oo
[42] LSTM data 95.79
Stud CNN- Accelerometer
[42] Y LSTM data o 97.17
hybrid
Self- Accelerometer
Attention data
Enhanced
Current Deep *EE 99.94
study CNN- '
LST™M
model

*GRU means gated recurrent unit network ** Study [42] utilised current study
dataset *** Datasets utilized in previous studies [18], [19], [20] are not
publicly accessible, therefore, could not be tested for current study proposed
method.

The superior performance of the proposed method demon-
strates its robustness across diverse datasets and experimen-
tal conditions. Notably, previous studies relied heavily on
single-modality or hybrid models without attention mech-
anisms, limiting their ability to handle complex surface
irregularities effectively. In contrast, the proposed model’s
hybrid architecture leverages a combination of CNN, LSTM,
and attention-based insights to provide a comprehensive and
scalable solution.

Furthermore, the results underscore the importance of
feature prioritization in time-series data, as the attention
mechanism allows the model to identify subtle but critical
variations that could otherwise be overlooked. This is par-
ticularly important for applications in lower limb prostheses,
where accurate surface classification is vital for user safety
and mobility. The proposed method’s adaptability to different
datasets further highlights its potential for broader real-world
applications in other domains requiring robust sequential data
analysis.

IV. LIMITATIONS AND FUTURE DIRECTIONS

Although the proposed Self-Attention Enhanced Deep CNN-
LSTM model demonstrates superior performance within the
context of the current study, further research is needed
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to address additional parameters, such as surface-specific
walking exploration and variations in the demographics of
individuals with lower-limb amputations, which will be a
focus of future investigations. Moreover, despite its promis-
ing results, the model may not yet be fully optimized for
deployment in healthcare applications utilizing the Internet of
Things (IoT). To enhance its suitability for real-time process-
ing on resource-constrained wearable devices, future work
should explore techniques such as model pruning, quanti-
zation, and knowledge distillation [26], [28], [29] to reduce
its size and computational demands while maintaining high
performance.

In addition, future studies should aim to validate the model
through real-world deployment involving prosthetic users.
While the current work utilized a benchmark dataset collected
under semi-controlled conditions, integrating the model into
wearable systems for real-time surface classification would
provide valuable insights into its practical impact. Direct
feedback from users will be essential to understand how
such systems affect walking safety, comfort, and adaptability,
particularly in unpredictable environments.

One key consideration for real-world application is the
management of false positives, where regular surfaces may be
misclassified as irregular. Although the model demonstrates
high accuracy in controlled evaluations, further investiga-
tion is required to determine how such misclassifications
influence user behavior and perception. Incorporating user
feedback and iterative design improvements will be vital in
refining the system’s sensitivity and usability.

The future work may include user trials and pilot studies
to examine how prosthesis users interact with the system
during daily activities. These efforts will not only strengthen
the model’s credibility in practical settings but also guide
the development of user-centered interfaces and response
strategies that ensure the system contributes positively to the
user’s walking experience.

Collectively, these future directions aim to bridge the gap
between controlled research findings and the deployment of
intelligent prosthetic support systems in real-world, dynamic
environments, further enhancing mobility, autonomy, and
quality of life for individuals with lower-limb amputations.

V. CONCLUSION

This study addresses the critical challenge of improving
walking safety for lower limb amputees by proposing a
Self-Attention Enhanced Deep CNN-LSTM model for irreg-
ular surface recognition. The proposed method integrates a
hybrid CNN-LSTM model with a self-attention mechanism,
leveraging compact and commonly used IMU sensors for
accurate and efficient surface detection. By identifying signif-
icantly varying IMU data and constructing a low-dimensional
yet informative representation of walking patterns, the study
minimizes computational load of the model while enhancing
detection accuracy. The experimental results demonstrate the
efficacy of the proposed approach, achieving a classification
accuracy of 99.94%, which outperforms existing methods.
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This significant improvement highlights the model’s potential
to enable predictive walking through the precise detection of
surface irregularities, ensuring mobility and safety for lower
limb amputees. The compact and easily integrable nature of
the IMU-based solution further supports its seamless deploy-
ment in prosthetic systems.
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