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#### Abstract

Nowadays, there are many technique to clustering large-scale data. One of the technique to clustering data is using the Rough Set Theory.The objective of this paper is to present the process of Data Clustering Using Maximum-Maximum Roughness and its application to cluster patients suspected heart disease. It is based on clustering techniques based on rough set theory name Max-Max Roughness to describes and employed regarding to solve a classification problem of heart disease patients.


#### Abstract

ABSTRAK

Dewasa ini, terdapat banyak cara yang digunakan untuk mengklusterkan data yang bersaiz besar. Salah satu caranya adalah dengan menggunakan Teori Rough Set. Objektif bagi projek ini adalah untuk memberi pendedahan tentang proses Mengklusterkan Data Menggunakan Teknik Maximum-Maximum Roughness dan Applikasi Teknik ini terhadap Pesakit yang Disyaki Menghidap Penyakit Jantung. Teknik ini berdasarkan teknik mengkelaskan yang diambil daripada Teori Rough Set bernama Max-Max Roughness yang digunakan untuk menyelesaikan masalah mengkelaskan pesakit yang menghidap penyakit jantung.
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## CHAPTER 1

## INTRODUCTION

This chapter briefly discuss on the overview of this research. It contains five parts. The first part is background; follow by the problem statement. After that, are the motivation followed by the scopes. Next are the objectives where the project research's goal is determined. Lastly is the thesis organization which briefly describes the structure of this thesis.

### 1.1 BACKGROUND

The most well-known branch of data mining is knowledge discovery, also known as Knowledge Discovery from Databases (KDD). Just as many other forms of knowledge discovery it creates abstractions of the input data. The knowledge obtained through the process may become additional data that can be used for further usage and discovery. [1]

KDD algorithms can be classified into three general areas: classificatory, association, and sequencing. Classificatory algorithms partition input data into disjoint groups. The results of such classification might be represented as a decision tree or a set of characteristic rules as from ID3 or KID3. Association algorithms
find, from transaction records, sets of items that appear together in sufficient frequency to merit attention. Sequencing algorithms find items or events that are related in time, such as events A and B usually being followed by C. [2]

KDD exhibits four main characteristics. The first one is high-level language. Discovered knowledge is represented in a high-level language. It need not be directly used by humans, but its expression should be understandable by human users. The second one is accuracy. Discoveries accurately portray the contents of the database. The extent to which this portrayal is imperfect is expressed by measures of certainty. The next one is interesting results. Discovered knowledge is interesting according to user-defined biases. In particular, being interesting implies that patterns are novel and potentially useful, and the discovery process is nontrivial. The last one is efficiency. The discovery process is efficient. Running times for large-sized databases are predictable and acceptable. [3]

Data mining is a step in the KDD process consisting of applying data analysis and discovery algorithms that, under acceptable computational efficiency limitations, produce a particular enumeration of patterns over the data. [4] The term data mining has been mostly used by statisticians, data analysts, and the management information systems (MIS) communities. It has also gained popularity in the database field. The earliest uses of the term come from statistics and the usage in most cases was associated with negative connotations of blind exploration of data without a priori hypotheses to verify. [5]

Two common data mining techniques for finding hidden patterns in data are clustering and classification analyses. Although classification and clustering are often mentioned in the same breath, they are different analytical approaches. Classification is a different technique than clustering. Classification is similar to clustering in that it also segments customer records into distinct segments called classes. But unlike clustering, a classification analysis requires that the enduser/analyst know ahead of time how classes are defined. For example, classes can
be defined to represent the likelihood that a customer defaults on a loan (Yes/No). It is necessary that each record in the dataset used to build the classifier already have a value for the attribute used to define classes. Because each record has a value for the attribute used to define the classes, and because the end-user decides on the attribute to use, classification is much less exploratory than clustering. The objective of a classifier is not to explore the data to discover interesting segments, but rather to decide how new records should be classified. Clustering is an automated process to group related records together. Related records are grouped together on the basis of having similar values for attributes. This approach of segmenting the database via clustering analysis is often used as an exploratory technique because it is not necessary for the end-user/analyst to specify ahead of time how records should be related together. In fact, the objective of the analysis is often to discover segments or clusters, and then examine the attributes and values that define the clusters or segments. As such, interesting and surprising ways of grouping customers together can become apparent, and this in turn can be used to drive marketing and promotion strategies to target specific types of customers. [6] Heart disease is an umbrella term for a number of different diseases which affect the heart such as arrhythmia, myocardial ischemia, and myocardial infarction. It is also one of the leading causes of death in the world. [7] Because there are many possible conditions that follow under the umbrella of heart disease, the related symptoms are numerous. [8] Few symptoms are more alarming than chest pain. In the minds of many people, chest pain equals heart pain. And while many other conditions can cause chest pain, cardiac disease is so common - and so dangerous - that the symptom of chest pain should never be dismissed out of hand as being insignificant. "Chest pain" is an imprecise term. It is often used to describe any pain, pressure, squeezing, choking, numbness or any other discomfort in the chest, neck, or upper abdomen, and is often associated with pain in the jaw, head, or arms. It can last from less than a second to days or weeks, can occur frequently or rarely, and can occur sporadically or predictably. This description of chest pain is obviously very vague, and as you might expect, many medical conditions aside from heart disease can produce symptoms like this.

Palpitations, an unusual awareness of the heartbeat, are an extremely common symptom. Most people who complain of palpitations describe them either as "skips" in the heartbeat (that is, a pause, often followed by a particularly strong beat,) or as periods of rapid and/or irregular heartbeats. Most people with palpitations have some type of cardiac arrhythmia -- abnormal heart rhythms. There are many types of arrhythmias, and almost all can cause palpitations, but the most common causes of palpitations are premature atrial complexes (PACs), premature ventricular complexes (PVCs), episodes of atrial fibrillation, and episodes of supraventricular tachycardia (SVT). Unfortunately, on occasion, palpitations can signal a more dangerous heart arrhythmia, such as ventricular tachycardia.

Episodes of light-headedness or dizziness can have many causes, including anaemia (low blood count) and other blood disorders, dehydration, viral illnesses, prolonged bed rest, diabetes, thyroid disease, gastrointestinal disturbances, liver disease, kidney disease, vascular disease, neurological disorders, dysautonomias, vasovagal episodes, heart failure and cardiac arrhythmias. Because so many different conditions can produce these symptoms, anybody experiencing episodes of light-headedness or dizziness ought to have a thorough and complete examination by a physician. And since disorders of so many organ systems can cause these symptoms, a good general internist or family doctor may be the best place to start.

Syncope is a sudden and temporary loss of consciousness, or fainting. It is a common symptom - most people pass out at least once in their lives - and often does not indicate a serious medical problem. However, sometimes syncope indicates a dangerous or even life-threatening condition, so when syncope occurs it is important to figure out the cause. The causes of syncope can be grouped into four major categories: neurologic, metabolic, vasomotor and cardiac. Of these, only cardiac syncope commonly leads to sudden death.

Fatigue, lethargy or somnolence (daytime sleepiness) is very common symptoms. Fatigue or lethargy can be thought of as an inability to continue functioning at one's normal levels. Somnolence implies, in addition, that one either craves sleep - or worse, finds oneself suddenly asleep, a condition known as narcolepsy - during the daytime. While fatigue and lethargy can be symptoms of heart disease (particularly, of heart failure), these common and non-specific symptoms can also be due to disorders of virtually any other organ system in the body. Similar to light-headedness and dizziness, individuals with fatigue and lethargy need a good general medical evaluation in order to begin pinning down a specific cause. Somnolence is often caused by nocturnal sleep disorders such as sleep apnea, restless leg syndrome or insomnia. All these sleep disturbances, however, are more common in patients with heart disease.

Shortness of breath is most often a symptom of cardiac or pulmonary (lung) disorders. Heart failure and coronary artery disease frequently produce shortness of breath. Patients with heart failure commonly experience shortness of breath with exertion, or when lying flat on their backs. They also can suddenly wake up at night gasping for breath, a condition known as paroxysmal nocturnal dyspnea. Other cardiac conditions such as valvular heart disease or pericardial disease can produce this symptom, as can cardiac arrhythmias. Numerous lung conditions can produce shortness of breath including asthma, emphysema, bronchitis, pneumonia, or pleural effusion (a fluid accumulation between the lung and chest wall). Shortness of breath is almost always a sign of a significant medical problem, and should always be evaluated by a doctor.

According to the research of Jonathan R. Carapetis, it is estimated that there were a minimum of 15.6 million people in the world with rheumatic heart disease, with 282000 new cases each year and 233000 resultant deaths each year; however, we also noted that the estimates of the number of cases in school-aged children in China (176 500) and Asia Other (102 000; Asia excluding South-Central Asia and China) were based on very few studies, none of which used echocardiography to
confirm the presence of rheumatic heart disease lesions. Moreover, 5 of the 6 studies included in the Asia Other estimate came from 1 country, the Philippines. [9]

### 1.2 PROBLEM STATEMENT

In this research project, we need to figure out the suitable technique of clustering set to be use and how to apply it in the grouping of patients with heart disease. We also need to see the data clustering that is suitable to this research project.

Many techniques have been introduced to make grouping or clustering data attributes. For example, fuzzy set, soft set and rough set. In this research project, the technique that will be implementing is the rough set. The rough set is the most suitable type of clustering technique because the technique can deal with the multivalued data which is required by this research.

### 1.3 SCOPES

The scopes for this research:
a. The clustering uses max-max roughness technique.
b. Clustering patients with heart disease.

### 1.4 OBJECTIVES

The objectives for this research:
a. To clustering the patients with heart disease using the techniques of rough set.
b. To apply the rough set clustering technique into a real life case.

### 1.5 THESIS ORGANIZATION

The rest of this paper is organized as follows. Section 2 describes the notion of information system (databases). Section 3 describes the theory of rough set.

Section 4 describes the dataset, modeling process and rough set-based decision making using maximal supported objects by parameters. Section 5 describes the results from an application of rough set theory for decision making and grouping patients suspected Influenza-Like Illness (ILI) following by discussion. Finally, the conclusion of this work is described in section 6.

## CHAPTER 2

## LITERATURE REVIEW

This chapter briefly discusses about the literature review of this research using the maximum-maximum roughness technique. There are seven main sections in this chapter. The first main section is introduction of this chapter. Then, the next main section describes the concept. After that, the manual system of the project will be discussed. Next, there are two main sections which discuss several technologies and techniques separately. The next main section discusses the existing system while the last main section reviews the methodologies used to develop game.

### 2.1 HEART DISEASE

This section firstly presents a description and symptoms of heart disease. Further, information of heart disease in the world, Asia and Malaysia also presented.

### 2.1.1 Heart Disease Descriptions

The heart is the organ that pumps blood, with its life-giving oxygen and nutrients, to all tissues of the body. If the pumping action of the heart becomes inefficient, vital organs like the brain and kidneys suffer. And if the heart stops working altogether, death occurs within minutes. Life itself is completely dependent on the efficient operation of the heart. [10]

There are many kinds of heart disease, and they can affect the heart in several ways. But the ultimate problem with all varieties of heart disease is that, in one way or another, they can disrupt the vital pumping action of the heart.

### 2.1.2 Heart Disease Symptoms

Because there are many possible conditions that follow under the umbrella of heart disease, the related symptoms are numerous. [11]

Few symptoms are more alarming than chest pain. In the minds of many people, chest pain equals heart pain. And while many other conditions can cause chest pain, cardiac disease is so common - and so dangerous - that the symptom of chest pain should never be dismissed out of hand as being insignificant. "Chest pain" is an imprecise term. It is often used to describe any pain, pressure, squeezing, choking, numbness or any other discomfort in the chest, neck, or upper abdomen, and is often associated with pain in the jaw, head, or arms. It can last from less than a second to days or weeks, can occur frequently or rarely, and can occur sporadically or predictably. This description of chest pain is obviously very vague, and as you might expect, many medical conditions aside from heart disease can produce symptoms like this.

Palpitations, an unusual awareness of the heartbeat, are an extremely common symptom. Most people who complain of palpitations describe them either as "skips" in the heartbeat (that is, a pause, often followed by a particularly strong beat,) or as periods of rapid and/or irregular heartbeats. Most people with
palpitations have some type of cardiac arrhythmia -- abnormal heart rhythms. There are many types of arrhythmias, and almost all can cause palpitations, but the most common causes of palpitations are premature atrial complexes (PACs), premature ventricular complexes (PVCs), episodes of atrial fibrillation, and episodes of supraventricular tachycardia (SVT). Unfortunately, on occasion, palpitations can signal a more dangerous heart arrhythmia, such as ventricular tachycardia.

Episodes of light-headedness or dizziness can have many causes, including anaemia (low blood count) and other blood disorders, dehydration, viral illnesses, prolonged bed rest, diabetes, thyroid disease, gastrointestinal disturbances, liver disease, kidney disease, vascular disease, neurological disorders, dysautonomias, vasovagal episodes, heart failure and cardiac arrhythmias. Because so many different conditions can produce these symptoms, anybody experiencing episodes of light-headedness or dizziness ought to have a thorough and complete examination by a physician. And since disorders of so many organ systems can cause these symptoms, a good general internist or family doctor may be the best place to start.

Syncope is a sudden and temporary loss of consciousness, or fainting. It is a common symptom - most people pass out at least once in their lives - and often does not indicate a serious medical problem. However, sometimes syncope indicates a dangerous or even life-threatening condition, so when syncope occurs it is important to figure out the cause. The causes of syncope can be grouped into four major categories: neurologic, metabolic, vasomotor and cardiac. Of these, only cardiac syncope commonly leads to sudden death.

Fatigue, lethargy or somnolence (daytime sleepiness) is very common symptoms. Fatigue or lethargy can be thought of as an inability to continue functioning at one's normal levels. Somnolence implies, in addition, that one either craves sleep - or worse, finds oneself suddenly asleep, a condition known as narcolepsy - during the daytime. While fatigue and lethargy can be symptoms of heart disease (particularly, of heart failure), these common and non-specific
symptoms can also be due to disorders of virtually any other organ system in the body. Similar to light-headedness and dizziness, individuals with fatigue and lethargy need a good general medical evaluation in order to begin pinning down a specific cause. Somnolence is often caused by nocturnal sleep disorders such as sleep apnea, restless leg syndrome or insomnia. All these sleep disturbances, however, are more common in patients with heart disease.

Shortness of breath is most often a symptom of cardiac or pulmonary (lung) disorders. Heart failure and coronary artery disease frequently produce shortness of breath. Patients with heart failure commonly experience shortness of breath with exertion, or when lying flat on their backs. They also can suddenly wake up at night gasping for breath, a condition known as paroxysmal nocturnal dyspnea. Other cardiac conditions such as valvular heart disease or pericardial disease can produce this symptom, as can cardiac arrhythmias. Numerous lung conditions can produce shortness of breath including asthma, emphysema, bronchitis, pneumonia, or pleural effusion (a fluid accumulation between the lung and chest wall). Shortness of breath is almost always a sign of a significant medical problem, and should always be evaluated by a doctor.

### 2.1.3 Heart Disease in the World

If you said cardiovascular (CV) disease these days, most people would have a look of fear on their faces. CV diseases are those of the heart and blood vessel system, and thoughts of coronary heart disease, a heart attack, high blood pressure, stroke, angina (chest pain), or rheumatic heart disease would send people scurrying to medical professionals looking for a cure. And indeed it should, as according to the WHO, CV diseases are ranked as the number one killers in the world claiming an estimated 17 million lives annually. [12] It is estimated that every one in three people around the world dies due to stroke or heart attack. WHO estimates that if no action is taken to improve CV health and current trends such as changes of lifestyle,
lack of exercise, stress, and smoking continue, 25 percent more of healthy life years are likely to be lost to CV disease globally by 2020.

According to the research of Jonathan R. Carapetis, it is estimated that there were a minimum of 15.6 million people in the world with rheumatic heart disease, with 282000 new cases each year and 233000 resultant deaths each year. [13]

### 2.1.4 Heart Disease in Asia

We also noted that the estimates of the number of cases in school-aged children in China (176 500) and Asia Other (102 000; Asia excluding South-Central Asia and China) were based on very few studies, none of which used echocardiography to confirm the presence of rheumatic heart disease lesions. Moreover, 5 of the 6 studies included in the Asia Other estimate came from 1 country, the Philippines [14].

Many people go through life not knowing that they may be susceptible to CVD. Lifestyle changes, lack of exercise, stress, and smoking are responsible for the increase of risk factors leading to the development of CV diseases such as hypertension, hyperlipidemia, diabetes, and obesity. For example, in Singapore, the national health survey conducted in 2001 found that approximately 14.1 percent of its citizens aged 65 and above had high blood cholesterol levels, 32.6 percent were hypertensive, and 64.4 percent of those aged 70 and above had completely sedentary lifestyles. If left unchecked and no steps are taken to rectify the spiralling conditions, it could lead to heart attacks or strokes. However, most often, people do not realize that they may get CV diseases because the risk factors and symptoms associated with such diseases are also associated with ageing and other diseases. [15]

The standard course of therapy for the treatment of CV diseases and its related diseases such as hypertension, diabetes, and hyperlipidemia include classes of medications such as diuretics, ace inhibitors, angiotension II receptor blockers,
beta blockers, alpha blockers, calcium channel blockers, vasodilators, statins, and antiplatelets. These medications are usually used in combinations with each other to get the optimal results.

### 2.1.5 Heart Disease in Malaysia

While in the 1960s and 1970s, deaths due to CVD were levelling off in the United States, Asia was experiencing a different scenario altogether. Where in the early 1960s and 1970s, communicable diseases posed the greatest threat in this region, especially for Malaysia, the late 1990s and early 2000 saw an increasing trend of lifestyle killer diseases such as heart disease, cancer, and stroke leading the way. The rapid pace of development has led to the changing pattern of diseases as countries underwent economic development. [16]

The number of CV disease cases in Malaysia has increased to 14 percent in five years from 96,000 in 1995 to 110,000 in 2000. It is the leading cause of death in the country claiming a third of all its patients. In 2001, approximately 20 percent of all deaths at the Ministry of Heath hospitals were due to heart attacks and strokes. Two thirds of these deaths were due to heart diseases and the rest to strokes. In fact, it is estimated that 40,000 new stroke cases are recorded annually in Malaysia. Figure 1 depicts the major causes of death in Malaysia in 2001.


Figure 2.1: Major causes of Death in Malaysia

However, there are certain patients whose conditions do not respond to medications. In the last decade or so, in line with Malaysia's drive to become leader in healthcare, both countries have initiated and made technological breakthrough in other methods of treating CV diseases, namely in treating heart failure patients. Heart transplants are now considered a treatment option after initial immunological obstacles. Drug-coated stents, which revolutionized the cardiology world in the early 1990s, are being increasingly used in angioplasty surgeries. The National Heart Institute, the premier cardiology centre in Malaysia, has used almost half of the 1,050 Cypher stents since its launch in May 2002. Singapore has also introduced cutting edge strategies such as implantable mechanical assist devices, ventricular reduction and remodeling surgery, and cardiac resynchronization therapy.

The costs of these treatments do not come cheap. In Singapore, the cost of treating cardiovascular diseases is estimated at about $\$ 64$ million (Singapore $\$ 110$ million) a year. The Malaysian Ministry of Health spends approximately \$2.6 million (RM10 million) annually just on the use of statins in primary prevention of atherosclerosis. Additionally, the drug-coated stent, Cypher costs \$2,632 (RM10,000) per stent. Patients with CV diseases are usually on life long treatment and may not be able to afford such high costs of medications. Thus, most often than not, unless it is a life and death situation, physicians usually leave the choice of medications to patients while providing all the pros and cons of each. For example, between taking an aspirin or Plavix, which are anti-platelets for the prevention of stroke, according to most physicians in Malaysia, patients opt to take aspirin as it is 10 to 20 times cheaper than Plavix. [17]

### 2.2 KNOWLEDGE DISCOVERY IN DATABASES

This section firstly presents definitions of Knowledge Discovery in Databases (KDD). Further, information of KDD processes and definitions related to KDD processes. Finally, the last sub-section presents the applications of KDD in computer science field.

### 2.2.1 Definitions of KDD

The most well-known branch of data mining is knowledge discovery, also known as Knowledge Discovery from Databases (KDD). Just as many other forms of knowledge discovery it creates abstractions of the input data. The knowledge obtained through the process may become additional data that can be used for further usage and discovery. [18]

KDD algorithms can be classified into three general areas: classificatory, association, and sequencing. Classificatory algorithms partition input data into disjoint groups. The results of such classification might be represented as a decision tree or a set of characteristic rules as from ID3 or KID3. Association algorithms find, from transaction records, sets of items that appear together in sufficient frequency to merit attention. Sequencing algorithms find items or events that are related in time, such as events A and B usually being followed by C.

KDD exhibits four main characteristics. The first one is high-level language. Discovered knowledge is represented in a high-level language. It need not be directly used by humans, but its expression should be understandable by human users. The second one is accuracy. Discoveries accurately portray the contents of the database. The extent to which this portrayal is imperfect is expressed by measures of
certainty. The next one is interesting results. Discovered knowledge is interesting according to user-defined biases. In particular, being interesting implies that patterns are novel and potentially useful, and the discovery process is nontrivial. The last one is efficiency. The discovery process is efficient. Running times for large-sized databases are predictable and acceptable.

### 2.2.2 KDD Processes

The term Knowledge Discovery in Databases, or KDD for short, refers to the broad process of finding knowledge in data, and emphasizes the "high-level" application of particular data mining methods. It is of interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, knowledge acquisition for expert systems, and data visualization.

The unifying goal of the KDD process is to extract knowledge from data in the context of large databases. It does this by using data mining methods (algorithms) to extract (identify) what is deemed knowledge, according to the specifications of measures and thresholds, using a database along with any required pre-processing, sub-sampling, and transformations of that database.


Figure 2.2: An Outline of the Steps of the KDD Process

The overall process of finding and interpreting patterns from data involves the repeated application of the following steps. First, developing an understanding of the application domain, the relevant prior knowledge and the goals of the end-user. Second, creating a target data set by selecting a data set or focusing on a subset of variables, or data samples, on which discovery is to be performed. Third, data cleaning and pre-processing involving the removal of noise or outliers, collecting necessary information to model or account for noise, strategies for handling missing data fields and accounting for time sequence information and known changes. The forth step is about data reduction and projection. It is to find useful features to represent the data depending on the goal of the task and using dimensionality reduction or transformation methods to reduce the effective number of variables under consideration or to find invariant representations for the data. Fifth step is choosing the data mining task by deciding whether the goal of the KDD process is classification, regression, clustering, etc. Next, choosing the data mining algorithm(s) by selecting method(s) to be used for searching for patterns in the data, deciding which models and parameters may be appropriate and matching a particular data mining method with the overall criteria of the KDD process. Seventh, data mining. Searching for patterns of interest in a particular representational form or a set of such representations as classification rules or trees, regression, clustering, and so forth. Then, interpreting mined patterns and also consolidating discovered knowledge.

The terms knowledge discovery and data mining are distinct. KDD refers to the overall process of discovering useful knowledge from data. It involves the evaluation and possibly interpretation of the patterns to make the decision of what qualifies as knowledge. It also includes the choice of encoding schemes, preprocessing, sampling, and projections of the data prior to the data mining step.

Data mining refers to the application of algorithms for extracting patterns from data without the additional steps of the KDD process.

### 2.2.3 Definitions related to the KDD Processes

Knowledge discovery in databases is the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data.

Table 2.1: Terms related to KDD process

| Terms | Descriptions |
| :--- | :--- |
| Data | A set of facts, $F$. |
| Pattern | An expression $E$ in a language $L$ describing facts in a <br> subset $F_{E}$ of $F$. |
| Process | KDD is a multi-step process involving data preparation, <br> pattern searching, knowledge evaluation, and refinement <br> with iteration after modification. |
| Valid | Discovered patterns should be true on new data with <br> some degree of certainty. <br> Generalize to the future (other data). |
| Novel | Patterns must be novel (should not be previously <br> known). |
| Useful | Actionable; patterns should potentially lead to some <br> useful actions. |
| Understandable | The process should lead to human insight. <br> Patterns must be made understandable in order to <br> facilitate a better understanding of the underlying data. |

Interestingness is an overall measure of pattern value, combining validity, novelty, usefulness, and simplicity.

### 2.2.1 Application of KDD in Computer Science Fields

Online data continues to grow at an explosive pace, due to the Internet and the widespread use of database technology. This phenomenon has created an immense opportunity and need for methodologies of Knowledge Discovery and Data Mining (KDD). KDD is an interdisciplinary area focusing upon building automated techniques for extracting useful knowledge from data. Research in this area draws principally upon methods from statistics, data management, pattern recognition, and machine learning, to deliver advanced techniques for business intelligence. IBM Research has been at the forefront of this exciting new area from the very beginning. Key advances in robust and scalable data mining techniques, methods for fast pattern detection from very large databases, text and Web mining, as well as innovative business intelligence applications, have come from our worldwide research laboratories. [19]

An area of particular focus in our KDD research has been on high performance, scalable data mining techniques for large-scale databases and data repositories. IBM's early lead in this area was established by our invention of association rule and sequential patterns technology for efficiently detecting patterns in large-scale databases. These and other technologies for scalable and parallel data mining developed as part of this project provided the original basis and impetus for IBM's flagship data mining products. This theme continues in recent research activities that include automatic subspace clustering, discovery-driven exploration of OLAP data cubes, and fast techniques for pre-computing and maintaining OLAP data.

Another area of investigation has been focusing on predictive data mining algorithms, systems, and solutions. One long-term effort has centred on rule-based
predictive modelling and its integration into data mining frameworks. A recent effort has resulted in new data mining middleware for rule-based probabilistic estimation, which combines machine learning with principles from statistical learning theory and data management for scalable predictive modelling of massive data sets. This technology has been embedded in innovative business intelligence applications for areas such as insurance risk management and retail targeted marketing. Related research continues in areas such as rare-event predictive mining, robust feature selection, ensemble-based and regularization methods for predictive modelling, and support vector machines.

The exploration of machine learning and statistical techniques for new KDD methods and solutions continues to grow across all our research laboratories. These include research activities in text categorization, information extraction from document collections and the Web, item recommendation and personalization, and event mining for systems and network management, and business process insight discovery. We continue to emphasize research in KDD techniques for handling massive amounts of data, resulting in new approaches for clustering, predictive modelling, and frequent pattern detection, as well as for integration of KDD methodologies into database middleware. Many of the data mining techniques that were originally developed and tuned for structured data (e.g. associations, classification, clustering) are also now being increasingly used and refined for projects in natural language processing and knowledge management.

A rapidly growing area of KDD research is in applications to Internet, mobile, and pervasive computing solutions. Some of our projects are currently developing advanced business intelligence components for B2C personalization and B2B commerce. We are also beginning to investigate uses for KDD in applications for e-marketplaces, mobile commerce, as well as information mining from multimedia on the Web.

### 2.3 DATA CLUSTERING

This section firstly presents a description and symptoms of diabetics. Further, information of diabetics in the world, Asia and Malaysia also presented. Finally, the last sub-section presents information of patient having pre-diabetes.

### 2.3.1 Definitions of Data Clustering

Clustering is the unsupervised classification of patterns (observations, data items, or feature vectors) into groups (clusters). The clustering problem has been addressed in many contexts and by researchers in many disciplines; this reflects its broad appeal and usefulness as one of the steps in exploratory data analysis. However, clustering is a difficult problem combinatorial, and differences in assumptions and contexts in different communities has made the transfer of useful generic concepts and methodologies slow to occur.

Clustering is useful in several exploratory pattern-analysis, grouping, decision-making, and machine-learning situations, including data mining, document retrieval, image segmentation, and pattern classification. However, in many such problems, there is little prior information (e.g., statistical models) available about the data, and the decision-maker must make as few assumptions about the data as possible. It is under these restrictions that clustering methodology is particularly appropriate for the exploration of interrelationships among the data points to make an assessment (perhaps preliminary) of their structure.

The term "clustering" is used in several research communities to describe methods for grouping of unlabeled data. These communities have different
terminologies and assumptions for the components of the clustering process and the context in which clustering is used.

### 2.3.2 Classification vs. Clustering

Classification is defined as the task to learn to assign instances to predefined classes while clustering is defined as the task to learn a classification from the data. This means that, in classification, no predefined classification is required. [20] Both of them are the central concept of pattern recognition, and both of them are used as important knowledge discovery tools in modern machine learning process. Classification involves assigning input data into one or more pre-specified classes based on extraction of significant features or attributes and the processing or analysis of these attributes. Classification requires supervised learning, or also called as learning by example. Supervised learning is a process where the system attempts to find concept descriptions for classes that are together with pre-classified examples. It assumes that the data are labeled or defined. Figure 3 explains the classification where the data or observation $(\mathrm{O})$ is mapped to the classes $(\mathrm{C})$ with a predefined patterns or descriptions (P).


Figure 2.3: Classification [22]

However, in many cases, there are no clear structures in the data where the classes are not defined. There are no obvious number of classes and the relationship between the data's attributes or characteristics are not clear. Besides, when dealing with everyday's data, over time, the characteristics or attributes of the class-specific pattern can change continuously. Therefore, clustering is used to solve this. Clustering involves automatic identification of groups of similar objects or patterns. This is done by maximizing the inter-group similarity and minimizing the intragroup similarity, and as a result, a number of clusters would form on the measurement or observation space. Then the data can be easily recognized and be assigned to the clusters suitable label or feature description. This is shown in the figure below.


Figure 2.4: Clustering [23]

Clustering requires unsupervised data learning where the task is only directed to search the data for interesting associations, and attempts to group elements by postulating class descriptions for sufficient many classes to cover all items in the data [21, 22].

### 2.3.3 Clustering Technique

Different approaches to clustering data can be described with the help of the hierarchy (other taxonometric representations of clustering methodology are possible; ours is based on the discussion in Jain and Dubes [1988]). At the top level, there is a distinction between hierarchical and partitional approaches (hierarchical methods produce a nested series of partitions, while partitional methods produce only one).

The taxonomy must be supplemented by a discussion of cross-cutting issues that may (in principle) affect all of the different approaches regardless of their placement in the taxonomy.

Agglomerative vs. divisive: This aspect relates to algorithmic structure and operation. An agglomerative approach begins with each pattern in a distinct (singleton) cluster, and successively merges clusters together until a stopping criterion is satisfied. A divisive method begins with all patterns in a single cluster and performs splitting until a stopping criterion is met.

Monothetic vs. polythetic: This aspect relates to the sequential or simultaneous use of features in the clustering process. Most algorithms are polythetic; that is, all features enter into the computation of distances between patterns, and decisions are based on those distances. A simple monothetic algorithm reported in Anderberg [1973] considers features sequentially to divide the given collection of patterns. This is illustrated in Figure 8. Here, the collection is divided into two groups using feature $x 1$; the vertical broken line V is the separating line.

Each of these clusters is further divided independently using feature $x 2$, as depicted by the broken lines $H 1$ and $H 2$. The major problem with this algorithm is that it generates $2 d$ clusters where $d$ is the dimensionality of the patterns. For large values of $d$ (d. 100 is typical in information retrieval applications [Salton 1991]), the number of clusters generated by this algorithm is so large that the data set is divided into uninterestingly small and fragmented clusters.

Hard vs. fuzzy: A hard clustering algorithm allocates each pattern to a single cluster during its operation and in its output. A fuzzy clustering method assigns degrees of membership in several clusters to each input pattern. A fuzzy clustering can be converted to a hard clustering by assigning each pattern to the cluster with the largest measure of membership.

Deterministic vs. stochastic: This issue is most relevant to partitional approaches designed to optimize a squared error function. This optimization can be accomplished using traditional techniques or through a random search of the state space consisting of all possible labelling.

Incremental vs. non-incremental: This issue arises when the pattern set to be clustered is large, and constraints on execution time or memory space affect the architecture of the algorithm. The early history of clustering methodology does not contain many examples of clustering algorithms designed to work with large data sets, but the advent of data mining has fostered the development of clustering algorithms that minimize the number of scans through the pattern set, reduce the number of patterns examined during execution, or reduce the size of data structures used in the algorithm's operations.

A cogent observation in Jain and Dubes [1988] is that the specification of an algorithm for clustering usually leaves considerable flexibilty in implementation.

### 2.3.4 Clustering on Numerical Dataset

Clustering analysis consist of polythetic methods that use all attributes, aqqlomerative methods that begin with all cases being singleton cluster and in divisive methods which initially all cases are placed in one cluster. [24] Different numerical attributes were standardized by dividing the attribute values by the corresponding attributes standard deviation. Cluster formation was started by computing a distance matrix between every cluster. By using agglomerative discretization method, new clusters were formed by merging two existing clusters that were the closest to each other. When such a pair was founded (cluster $b$ and ), they were fused to form a new cluster $d$. Definability of Sets (let $B \subseteq A$ ), a union of some intersections of attributes-value pair blocks, attributes are members of $B$, will be called a B-locally definable set.

### 2.3.5 Clustering on Categorical Dataset

In dealing with the raw categorical data, one of the difficulties is to resolve the problem of similarity measure, for the nature of categorical data is the nonnumerical so that Euclidean distance extensively-used in numerical data processing cannot be employed directly. However, rough set theory can be applied to clustering analysis; and the clustering data set is mapped as the decision table through introducing a decision attribute.

There has been work in the area of applying rough set theory to the process of selecting a clustering attribute including the works of (Mazlack, He, Zhu and Coppock, 2000).

### 2.3.6 Application of Clustering Technique

Cluster analysis is a major tool in a number of applications in many fields of business and science. Hereby, we summarize the basic directions in which clustering are used (Theodoridis and Koutroubas, 1999):

## - Data reduction.

Cluster analysis can contribute in compression of the information included in data. In several cases, the amount of available data is very large and its processing becomes very demanding. Clustering can be used to partition data set into a number of "interesting" clusters. Then, instead of processing the data set as an entity, we adopt the representatives of the defined clusters in our process. Thus, data compression is achieved.

## - Hypothesis generation.

Cluster analysis is used here in order to infer some hypotheses concerning the data. For instance we may find in a retail database that there are two significant groups of customers based on their age and the time of purchases. Then, we may infer some hypotheses for the data, that it, "young people go shopping in the evening", "old people go shopping in the morning".

## - Hypothesis testing.

In this case, the cluster analysis is used for the verification of the validity of a specific hypothesis. For example, we consider the following hypothesis:
"Young people go shopping in the evening".

One way to verify whether this is true is to apply cluster analysis to a representative set of stores. Suppose that each store is represented by its customer's details (age, job etc) and the time of transactions. If, after applying cluster analysis, a cluster that corresponds to "young people buy in the evening" is formed, then the hypothesis is supported by cluster analysis.

## - Prediction based on groups.

Cluster analysis is applied to the data set and the resulting clusters are characterized by the features of the patterns that belong to these clusters.

Then, unknown patterns can be classified into specified clusters based on their similarity to the clusters' features. Useful knowledge related to our data can be extracted.

Assume, for example, that the cluster analysis is applied to a data set concerning patients infected by the same disease. The result is a number of clusters of patients, according to their reaction to specific drugs. Then for a new patient, we identify the cluster in which he/she can be classified and based on this decision his/her medication can be made.

More specifically, some typical applications of the clustering are in the following fields (Han and Kamber, 2001):

## - Business.

In business, clustering may help marketers discover significant groups in their customers' database and characterize them based on purchasing patterns.

## - Biology.

In biology, it can be used to define taxonomies, categorize genes with similar functionality and gain insights into structures inherent in populations.

## - Spatial data analysis.

Due to the huge amounts of spatial data that may be obtained from satellite images, medical equipment, Geographical Information Systems (GIS), image database exploration etc., it is expensive and difficult for the users to examine spatial data in detail. Clustering may help to automate the process of analysing and understanding spatial data. It is used to identify and extract interesting characteristics and patterns that may exist in large spatial databases.

## - Web mining.

In this case, clustering is used to discover significant groups of documents on the Web huge collection of semi-structured documents. This classification of Web documents assists in information discovery.

In general terms, clustering may serve as a pre-processing step for other algorithms, such as classification, which would then operate on the detected clusters.

### 2.4 ROUGH SET THEORY

Rough set theory is a new mathematical approach to imperfect knowledge. The problem of imperfect knowledge, tackled for a long time by philosophers, logicians and mathematicians, has become also a crucial issue for computer
scientists, particularly in the area of artificial intelligence. There are many approaches to the problem of how to understand and manipulate imperfect knowledge.

The most successful one is, no doubt, fuzzy set theory proposed by Zadeh (Zadeh, 1965). Rough set theory (Pawlak, 1982) presents still another attempt at this problem. This theory has attracted attention of many researchers and practitioners all over the world, who contributed essentially to its development and applications. The rough set approach seems to be of fundamental importance to AI and cognitive sciences, especially in the areas of machine learning, knowledge acquisition, decision analysis, knowledge discovery from databases, expert systems, inductive reasoning and pattern recognition.

The rough set approach provides efficient algorithms for finding hidden patterns in data, minimal sets of data (data reduction), evaluating significance of data, and generating sets of decision rules from data. This approach is easy to understand, offers straightforward interpretation of obtained results, most of its algorithms are particularly suited for parallel processing.

The rough set philosophy is founded on the assumption that with every object of the universe of discourse we associate some information. For example, if objects are patients suffering from a certain disease, symptoms of the disease form information about patients. Objects characterized by the same information are indiscernible (similar) in view of the available information about them. The indiscernibility relation generated in this way is the mathematical basis of rough set theory.

Any set of all indiscernible (similar) objects is called an elementary set (neighborhood), and forms a basic granule (atom) of knowledge about the universe. Any union of elementary sets is referred to as crisp (precise) set - otherwise the set is rough (imprecise, vague).

Consequently each rough set has boundary-line cases, i.e., objects which cannot with certainty be classified either as members of the set or of its complement. Obviously crisp sets have no boundary-line elements at all. This means that boundary-line cases cannot be properly classified by employing the available knowledge.

Vague concepts, in contrast to precise concepts, cannot be characterized in terms of information about their elements. Therefore, in the proposed approach, we assume that any vague concept is replaced by a pair of precise concepts, called the lower and the upper approximation of the vague concept. The lower approximation consists of all objects which surely belong to the concept and the upper approximation contains all objects which possibly belong to the concept. The difference between the upper and the lower approximation constitutes the boundary region of the vague concept. Approximations are two basic operations in rough set theory. The observation that vague concepts should have non-empty boundary was made by Gottlob Frege (Frege, 1905).

Vague complex concept approximation and reasoning about vague concepts by means of such approximations become critical for numerous applications related to multiagent systems (such as web mining, e-commerce, monitoring, security and rescue tasks in multiagent systems, cooperative problem solving, intelligent smart sensor fusion, human-computer interfaces, telemedicine, soft views of databases for specific customers). Further development of such methods for approximate reasoning by intelligent agents (Russell \& Norvig, 2003) based on databases and knowledge bases is needed.

### 2.4.1 Rough Set: An Approach to Vagueness

The very successful technique for rough set methods was Boolean reasoning [25]. The idea of Boolean reasoning is based on construction for a given problem $P$ a corresponding Boolean function $f P$ with the following property: the solutions for
the problem $P$ can be decoded from prime implicants of the Boolean function $f P$. It is worth to mention that to solve real-life problems it is necessary to deal with Boolean functions having a large number of variables.

### 2.4.2 History of Rough Set

Rough Set Theory can deal with inexact, uncertain, and vague datasets (Walczak \& Massart, 1999). Both Fuzzy Set Theory and Rough Set Theory are used with the indiscernibility relation and perceptible knowledge. The major difference between them is that Rough Set Theory does not need a membership function; thus, it can avoid pre-assumption and one-sided information analysis. A detailed discussion of Rough Set Theory can be found in Walczak and Massart (1999). Rough Set Theory was developed by Pawlak (1982, 1984, 2004). It has been applied to the management of a number of the issues, including: medical diagnosis, engineering reliability, expert systems, empirical study of materials data (Jackson, Leclair, Ohmer, Ziarko, \& Al-kamhwi, 1996), machine diagnosis (Zhai, Khoo, \& Fok, 2002), business failure prediction (Beynon \& Peel, 2001; Dimitras, Slowinski, Susmaga, \& Zopounidis, 1999), activity-based travel modeling (Witlox \& Tindemans, 2004), travel demand analysis (Goh \& Law, 2003), solving linear programs (Azibi \& Vanderpooten, 2002), data mining (Li \& Wang, 2004; Hu, Chen, \& Tzeng, 2003; Chan, 1998), and a-RST (Quafafou, 2000). Another paper discusses the preference-order of attribute criteria needed to extend the original Rough Set Theory, such as sorting, choice and ranking problem (Greco, Matarazzo, \& Slowinski, 2001). The Rough Set method is useful for exploring data patterns because of its ability to search through a multi-dimensional data space and determine the relative importance of each attribute with respect to its output. Rough Set Theory in analyzing the attributes of combination values for the insurance market

### 2.4.3 Fuzzy Set

Fuzzy sets are sets whose elements have degrees of membership. Fuzzy sets were introduced simultaneously by Lotfi A. Zadeh and Dieter Klaua in 1965 as an extension of the classical notion of set. In classical set theory, the membership of elements in a set is assessed in binary terms according to a bivalent condition - an element either belongs or does not belong to the set. By contrast, fuzzy set theory permits the gradual assessment of the membership of elements in a set; this is described with the aid of a membership function valued in the real unit interval [0, 1]. Fuzzy sets generalize classical sets, since the indicator functions of classical sets are special cases of the membership functions of fuzzy sets, if the latter only take values 0 or 1 . In fuzzy set theory, classical bivalent sets are usually called crisp sets. The fuzzy set theory can be used in a wide range of domains in which information is incomplete or imprecise, such as bioinformatics.

Fuzzy sets can be applied, for example, to the field of genealogical research. When an individual is searching in vital records such as birth records for possible ancestors, the researcher must contend with a number of issues that could be encapsulated in a membership function. Looking for an ancestor named John Henry Pittman, who you think was born in (probably eastern) Tennessee circa 1853 (based on statements of his age in later censuses, and a marriage record in Knoxville), what is the likelihood that a particular birth record for "John Pittman" is your John Pittman? What about a record in a different part of Tennessee for "J.H. Pittman" in 1851? (It has been suggested by Thayer Watkins that Zadeh's ethnicity is an example of a fuzzy set)

### 2.4.4 Relation between Rough Set Theory and Fuzzy Set Theory

The theory, which was developed by Pawlak (1982), is a rule-based decisionmaking technique that can handle crisp datasets and fuzzy datasets without the need for a pre-assumption membership function, which fuzzy theory requires. It can also deal with uncertain, vague, and imperceptible data. Until now, analysis of the attributes of combination values using Rough Set Theory has only been addressed
by a few papers. In this study, a questionnaire with single-choice and multi-choice answers is used to apply Rough Set Theory to investigate the relationship between a single value and a combination of values of the attributes. Based on expert knowledge, the value class of the questions with multi-choice answers is reclassified in order to simplify the value complexity, which is useful in the decision-making procedure.

Rough Set Theory in analyzing the attributes of combination values for the insurance market. Many attempts have been made to combine theories of fuzzy sets and rough sets in order to have an algebra which is both an extension and a deviation of classical set algebra. [26,27] One may introduce additional set-theoretic operators in the theory of fuzzy sets, or use graded binary relations in the theory of rough sets. [28] Our comparisons of fuzzy sets and rough sets lead to further interesting results. The notion of interval fuzzy sets have been introduced for both modal logic based fuzzy sets and set-oriented view of rough sets.

### 2.4.5 Applications of Rough Set

Fault Diagnosis using Rough Sets Theory

- Diagnosis of a valve fault for a multi-cylinder diesel engine
- Rough Sets Theory is used to analyze the decision table composed of attributes extracted from the vibration signals


Figure 2.5: Normal state in Rough Set Theory

$$
\begin{gathered}
B N_{B}(X)=\bar{B} X-\underline{B} X \\
\underline{\gamma}_{B}(X)=\frac{|\underline{B} X|}{|U|} \quad \text { and } \quad \bar{\gamma}_{B}(X)=\frac{|\bar{B} X|}{|U|} . \\
\alpha_{B}(\Omega)=\frac{\sum \operatorname{card}\left(\underline{B} X_{i}\right)}{\sum \operatorname{card}\left(\bar{B} X_{i}\right)} \\
\gamma_{B}(\Omega)=\frac{\sum \operatorname{card}\left(\underline{B} X_{i}\right)}{\operatorname{card}(U)}
\end{gathered}
$$

- Investigates the safety aspects of computer software in safety-critical applications
- Assessment of software safety using qualitative evaluations
- Use of checklists to collect data on software quality
- Waterfall model
- Project Planning
- Specification of requirements
- Design
- Implementation and integration
- Verification and validation
- Operation and maintenance


Figure 2.6: Illustration of the Notion of a Rough Set.

Economic and Financial Prediction using Rough Sets Model

- Applications of Rough Sets model in economic and financial prediction
- Emphasis on main areas of business failure prediction, database marketing and financial investment.

Table 2.2: Rough set models and its corresponding application.

| Rough sets models | Business failure prediction | Database marketing | Financial investment |
| :---: | :---: | :---: | :---: |
| RSES |  |  | Bazan et al. (1994) <br> Baltzersen (1996) |
| LERS |  | Poel (1998) |  |
| DataLogic | Szladow and Mills (1993) | Mills (1993) | Ziarko et al. (1993) |
|  |  | Mrozek and Skabek (1998) | Golan (1995) |
|  |  |  | Golan and Edwards (1993) |
|  |  |  | Ruggiero (1994a,b,c) |
|  |  |  | Skalko (1996) |
|  |  |  | Lin and Tremba (2000) |
|  |  | Eiben et al. (1998) |  |
| TRANCE |  | Kowalczyk and Slisser (1997) |  |
|  |  | Kowalczyk and Piasta |  |
|  |  | (1998) |  |
|  |  | Kowalczyk (1998a) |  |
| ProbRough |  | Poel (1998) |  |
|  |  | Poel and Piasta (1998) |  |
| Dominance relation | Greco et al. (1998) |  |  |
| RoughDas and ProFit | Slowinski and Zopounidis (1994, 1995) |  | Susmaga et al. (1997) |
|  | Dimitras et al. (1999) |  |  |
|  | Slowinski et al. (1997) |  |  |
|  | Slowinski et al. (1999) |  |  |
| Hybrid model | Ahn et al. (2000) |  |  |
|  | Hashemi et al. (1998) |  |  |

### 2.5 ROUGH CLUSTERING

A rough cluster is defined in a similar manner to a rough set. The lower approximation of a rough cluster contains objects that only belong to that cluster. The upper approximation of a rough cluster contains objects in the cluster which are also members of other clusters. [29] The advantage of using rough sets is that, unlike other techniques, rough set theory does not require any prior information about the data such as apriori probability in statistics and a membership function in fuzzy set theory.

### 2.5.1 Application of Rough Set in Data Clustering

The theory of rough set, purposed by Pawlak [30], is an extension of set theory for the study of intelligent system characterized by insufficient and incomplete information. Using the concepts of lower and upper approximations in rough set theory, knowledge hidden in information systems may be unraveled and expressed in the form of decision rules. The conventional rough set model is based upon indiscernability relation. [31] On the basis of the presented approach a program
has been developed (Fila \& Wilk, 1983) which computes lower and upper approximations of sets, checks whether a set of attributes is dependent or independent, computers reducts of a set of attributes and computers accuracy of approximation. As an example, the program has been used for medical data analysis. A file of 150 patients suffering from heart disease seen in one of the hospitals in Warsaw was used as a data base. All patients have been divided by experts into six classes corresponding to their health status. With every patient seven items of information (attributes) were associated. For the sake of simplicity attributes were numbered $1,2,3,4,5,6$, and 7 , and their domains were $V_{1}=V_{2}=V_{3}=V_{4}=V_{5}=$ $\{0,1,2\} V_{6}=\{0,1,2,3,4\}$ and $V_{7}=\{0,1,2,3\}$. The problem was to find the description of each class in terms of data available for dent, find reducts for each class and computer accuracy of descriptions. [32]

### 2.5.2 Rough Set Theory in Categorical Data Clustering

Data clustering is a popular data analysis task that involves the distribution of 'unannotated' data (i.e. with no a priori class information), in an inductive manner, into a finite sets of categories or cluster such that data items within a cluster are similar in some respect and unlike those from other cluster. [33] If one regards data as an underlying quantitative statement about a system's behavior-either human or engineered-within a particular environment, then exploratory data clustering algorithms attempt to learn the topology of the data by analyzing the inherent similarities and differences of the individual data items in the untagged data set. Notwithstanding the efficacy of traditional data clustering techniques, it can be argued that the outcome of a data clustering task does not necessarily explicate the intrinsic relationship between the various attributes of the dataset. Given an unannotated dataset satisfying the above assumption, we first partition it into $k$ cluster, where each cluster comprises data-vectors with similar inherent characteristic. Note that the data clustering task is carried out with no a priori knowledge about the intrinsic class structure-i.e. how the data is inherently partitioned into distinct clusters. This is the phase 1 then next phase is data discretisation. The motivation for
thus phase is driven by the fact the ordinal or continuous valued attributes are proven to be rather unsuitable for the extraction of concise symbolic rules. Last phase is symbolic rule discovery. We use rough set approximation-an interesting alternative to a variety of symbolic rule methods to derive symbolic rules that explain the inherent dependencies, attribute significance and structural characteristic of the annotated and clustered data-set.

## CHAPTER 3

## METHODOLOGY

This chapter briefly discusses about the model and method of data clustering based on Rough Set Theory (RST). The method so-called Max-Max Roughness is presented details here. There are three main sections in this chapter. The first section is rough set theory, which describes about information system, indiscernibility relations, approximation space and set approximations. The second section describes Max-Max Roughness (MMR) technique, together with an example of the application
of the technique on a heart disease dataset. The last section describes the object splitting model.

### 3.1 ROUGH SET THEORY

The problem of imprecise knowledge has been tackled for a long time by mathematicians. Recently it became a crucial issue for computer scientists, particularly in the area of artificial intelligence. There are many approaches to the problem of how to understand and manipulate imprecise knowledge. The most successful one is, no doubt, the fuzzy set theory proposed by Zadeh (Zadeh, 1965). The basic tools of the theory are possibility measures. There is extensive literature on fuzzy logic with also discusses some of the problem with this theory. The basic problem of fuzzy set theory is the determination of the grade of membership of the value of possibility (Busse, 1998).

In the 1980's, Pawlak introduced rough set theory to deal this problem (Pawlak, 1982). Similarly to rough set theory it is not an alternative to classical set theory but it is embedded in it. Fuzzy and rough sets theories are not competitive, but complementary to each other (Pawlak and Skowron, 2007; Pawlak, 1985). Rough set theory has attracted attention to many researchers and practitioners all over the world, who contributed essentially to its development and applications. The original goal of the rough set theory is induction of approximations of concepts. The idea consists of approximation of a subset by a pair of two precise concepts called the lower approximation and upper approximation. Intuitively, the lower approximation of a set consists of all elements that surely belong to the set, whereas the upper approximation of the set constitutes of all elements that possibly belong to the set. The difference of the upper approximation and the lower approximation is a boundary region. It consists of all elements that cannot be classified uniquely to the set or its complement, by employing available knowledge. Thus any rough set, in contrast to a crisp set, has a non-empty boundary region. Motivation for rough set theory has come from the need to represent a subset of a universe in terms of
equivalence classes of a partition of the universe. In this chapter, the basic concept of rough set theory in terms of data is presented.

### 3.1.1 Information Systems

Data are often presented as a table, columns of which are labeled by attributes, rows by objects of interest and entries of the table are attribute values. By an information system, we mean a 4-tuple (quadruple) $S=(U, A, V, f)$, where $U$ is a non-empty finite set of objects, Ais a non-empty finite set of attributes, $V=\bigcup_{a \in A} V_{a}, V_{a}$ is the domain (value set) of attribute $a, f: U \times A \rightarrow V$ is a total function such that $f(u, a) \in V_{a}$, for every $(u, a) \in U \times A$, called information (knowledge) function. An information system is also called a knowledge representation systems or an attribute-valued system and can be intuitively expressed in terms of an information table (refer to Table 3.1).

Table 3.1: An information system

| $U$ | $a_{1}$ | $a_{2}$ | $\cdots$ | $a_{k}$ | $\cdots$ | $a_{\|A\|}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{1}$ | $f\left(u_{1}, a_{1}\right)$ | $f\left(u_{1}, a_{2}\right)$ | $\cdots$ | $f\left(u_{1}, a_{k}\right)$ | $\cdots$ | $f\left(u_{1}, a_{\|A\|}\right)$ |  |
| $u_{2}$ | $f\left(u_{2}, a_{1}\right)$ | $f\left(u_{2}, a_{2}\right)$ | $\cdots$ | $f\left(u_{2}, a_{k}\right)$ | $\cdots$ | $f\left(u_{2}, a_{\|A\|}\right)$ |  |
| $u_{3}$ | $f\left(u_{3}, a_{1}\right)$ | $f\left(u_{3}, a_{2}\right)$ | $\cdots$ | $f\left(u_{3}, a_{k}\right)$ | $\cdots$ | $f\left(u_{3}, a_{\|A\|}\right)$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\ddots$ | $\vdots$ |  |
| $u_{\|\| \|}$ | $f\left(u_{\|U\|}, a_{1}\right)$ | $f\left(u_{\|U\|}, a_{2}\right)$ | $\cdots$ | $f\left(u_{\|U\|}, a_{k}\right)$ | $\cdots$ | $f\left(u_{\|U\|}, a_{\|A\|}\right)$ |  |

In many applications, there is an outcome of classification that is known. This a posteriori knowledge is expressed by one (or more) distinguished attribute called decision attribute; the process is known as supervised learning. An information system of this kind is called a decision system. A decision system is an
information system of the form $D=(U, A=C \cup D, V, f)$, where $D$ is the set of decision attributes and $C \cap D=\phi$. The elements of $C$ are called condition attributes. A simple example of decision system is given in Table 3.2.

Suppose that data about 10 patients is given, as shown in Table 3.2.

Table 3.2: A heart disease decision system

| Patient/ <br> Attribute | age | sex | cp | rbp | cho | fbs | thal | thalach | exia | oldpeak |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 1 | 60.0 | 1.0 | 1.0 | 140.0 | 230.0 | 1.0 | 6.0 | 150.0 | 2.0 | 2.3 |
| 2 | 60.0 | 1.0 | 4.0 | 160.0 | 280.0 | 2.0 | 3.0 | 100.0 | 1.0 | 1.5 |
| 3 | 60.0 | 1.0 | 4.0 | 120.0 | 220.0 | 2.0 | 7.0 | 120.0 | 1.0 | 2.6 |
| 4 | 30.0 | 1.0 | 3.0 | 130.0 | 250.0 | 2.0 | 3.0 | 180.0 | 2.0 | 3.5 |
| 5 | 40.0 | 2.0 | 2.0 | 130.0 | 200.0 | 2.0 | 3.0 | 170.0 | 2.0 | 1.4 |
| 6 | 50.0 | 1.0 | 2.0 | 120.0 | 230.0 | 2.0 | 3.0 | 170.0 | 2.0 | 0.8 |
| 7 | 60.0 | 2.0 | 4.0 | 140.0 | 260.0 | 2.0 | 3.0 | 160.0 | 2.0 | 3.6 |
| 8 | 50.0 | 2.0 | 4.0 | 120.0 | 350.0 | 2.0 | 3.0 | 160.0 | 1.0 | 0.6 |
| 9 | 60.0 | 1.0 | 4.0 | 130.0 | 250.0 | 2.0 | 7.0 | 140.0 | 2.0 | 1.4 |
| 10 | 50.0 | 1.0 | 4.0 | 140.0 | 200.0 | 1.0 | 7.0 | 150.0 | 1.0 | 3.1 |

The following values are obtained from Table 3.2,

$$
\begin{aligned}
& U=\{1,2,3,4,5,6,7,8,9,10\}, \\
& A=\{\text { age, sex, cp, rbp, cho, fbs, thal, thalach, exia, oldpeak }\},
\end{aligned}
$$

$$
\begin{aligned}
& V_{\text {age }}=\{30,40,50,60\}, \\
& V_{\text {sex }}=\{1,2\} \\
& V_{\text {cp }}=\{1,2,3,4\}, \\
& V_{\text {rbp }}=\{120,130,140,160\}, \\
& V_{\text {cho }}=\{200,220,230,250,260,280,350\}, \\
& V_{\text {fbs }}=\{1,2\}, \\
& V_{\text {thal }}=\{3,6,7\}, \\
& V_{\text {thalach }}=\{100,120,140,150,160,170,180\}, \\
& V_{\text {exia }}=\{1,2\}, \\
& V_{\text {oldpeak }}=\{0.6,0.8,1.4,1.5,2.3,2.6,3.1,3.5,3.6\} .
\end{aligned}
$$

A relational database may be considered as an information system in which rows are labeled by the objects (entities), columns are labeled by attributes and the entry in row $u$ and column $a$ has the value $f(u, a)$. It is noted that each map

$$
\begin{aligned}
f(u, a): U \times A & \rightarrow V \text { is a tuple } t_{i}=\left(f\left(u_{i}, a_{1}\right), f\left(u_{i}, a_{2}\right), f\left(u_{i}, a_{3}\right), \cdots, f\left(u_{i}, a_{|A|}\right)\right), \\
& \text { for } 1 \leq i \leq|U|, \text { where }|X| \text { is the cardinality of } X .
\end{aligned}
$$

Note that the tuple $t$ is not necessarily associated with entity uniquely. In an information table, two distinct entities could have the same tuple representation (duplicated/redundant tuple), which is not permissible in relational databases. Thus, the concepts in information systems are a generalization of the same concepts in relational databases.

### 3.1.2 Indiscernibility Relation

From Table 3.2, it is noted that no atrribute are indiscernible (or similar or indistinguishable). The starting point of rough set theory is the indiscernibility
relation, which is generated by information about objects of interest. The indiscernibility relation is intended to express the fact that due to the lack of knowledge we are unable to discern some objects employing the available information. Therefore, generally, we are unable to deal with single object. Nevertheless, we have to consider clusters of indiscernible objects. The following definition precisely defines the notion of indiscernibility relation between two objects.

Definition 2.1. Let $S=(U, A, V, f)$ be an information system and let $B$ be any subset of A. Two elements $x, y \in U$ are said to be B-indiscernible (indiscernible by the set of attribute $B \subseteq A$ in S) if and only if $f(x, a)=f(y, a)$, for every $a \in B$.

Obviously, every subset of $A$ induces unique indiscernibility relation. Notice that, an indiscernibility relation induced by the set of attribute $B$, denoted by $\operatorname{IND}(B)$, is an equivalence relation. It is well known that, an equivalence relation induces unique partition. The partition of $U$ induced by $\operatorname{IND}(B)$ in $S=(U, A, V, f)$ denoted by $U / B$ and the equivalence class in the partition $U / B$ containing $x \in U$, denoted by $[x]_{B}$.

Studies of rough set theory may be divided into two class, representing the set-oriented (constructive) and operator-oriented (descriptive) views. They produce extension of crisp set theory (Yao, 1996; Yao, 1998; Yao, 2001). In this work, rough set theory is presented from the point of view of a constructive approach.

### 3.1.3 Approximation Space

Let $S=(U, A, V, f)$ be an information system, let $B$ be any subset of $A$ and $\operatorname{IND}(B)$ is an indiscernibility relation generated by $B$ on $U$.

Definition 2.2. An ordered pair $A S=(U, \operatorname{IND}(B))$ is called a (Pawlak) approximation space.

Let $x \in U$, the equivalence class of $U$ containing $x$ with respect to $R$ is denoted by $[x]_{B}$. The family of definable sets, i.e. finite union of arbitrary equivalence classes in partition $U / \operatorname{IND}(B)$ in $A S$, denoted by $\operatorname{DEF}(A S)$ is a Boolean algebra (Pawlak, 1982). Thus, an approximation space defines unique topological space, called a quasi-discrete (clopen) topological space (Herawan and Mat Deris, 2009a). Given arbitrary subset $X \subseteq U, X$ may not be presented as union of some equivalence classes in $U$. In other means that a subset $X$ cannot be described precisely in AS. Thus, a subset $X$ may be characterized by a pair of its approximations, called lower and upper approximations. It is here that the notion of rough set emerges.

### 3.1.4 Set Approximations

The indiscernibility relation will be used to define set approximations that are the basic concepts of rough set theory. The notions of lower and upper approximations of a set can be defined as follows.

Definition 2.3.Let $S=(U, A, V, f)$ be an information system, let $B$ be any subset of $A$ and let $X$ be any subset of $U$. The B-lower approximation of $X$, denoted by $\underline{B}(X)$ and B-upper approximations of $X$, denoted by $\bar{B}(X)$, respectively, are defined by

$$
\underline{B}(X)=\left\{x \in U \mid[x]_{B} \subseteq X\right\} \text { and } \bar{B}(X)=\left\{x \in U \mid[x]_{B} \cap X \neq \phi\right\} \text {. }
$$

From Definition 2.3, the following interpretations are obtained
a. The lower approximation of a set $X$ with respect to $B$ is the set of all objects, which can be for certain classified as $X$ using $B$ (are certainly $X$ in view of $B$ ).
b. The upper approximation of a set $X$ with respect to $B$ is the set of all objects which can be possibly classified as $X$ using $B$ (are possibly $X$ in view of $B$ ).

Hence, with respect to arbitrary subset $X \subseteq U$, the universe $U$ can be divided into three disjoint regions using the lower and upper approximations
a. The positive region $\operatorname{POS}_{B}(X)=\underline{B}(X)$, i.e., the set of all objects, which can be for certain classified as $X$ using $B$ (are certainly $X$ with respect to $B$ ).
b. The boundary region $\mathrm{BND}_{B}(X)=\bar{B}(X)-\underline{B}(X)$, i.e., the set of all objects, which can be classified neither as $X$ nor as not- $X$ using $B$.
c. The negative region $\operatorname{NEG}_{B}(X)=U-\bar{B}(X)$, i.e., the set of all objects, which can be for certain classified as not-Xusing $B$ (are certainly not- $X$ with respect to $B$ ).

These notions of lower and upper approximations can be shown clearly as in
Figure 3.1.


Figure 3.1: Set approximations

From Figure 3.1, three disjoint regions are given as follows
a. The positive region
b. The boundary region $\square$
c. The negative region


It is easily seen that the lower and the upper approximations of a set, respectively, are interior and closure operations in a quasi discrete topology generated by the indiscernibility relation [Herawan and Mat Deris, 2009e].

The accuracy of approximation (accuracy of roughness) of any subset $X \subseteq U$ with respect to $B \subseteq A$, denoted $\alpha_{B}(X)$ is measured by

$$
\begin{equation*}
\alpha_{B}(X)=\frac{|\underline{B}(X)|}{|\bar{B}(X)|}, \tag{2.1}
\end{equation*}
$$

where $|X|$ denotes the cardinality of $X$. For empty set $\phi$, it is defined that $\alpha_{B}(\phi)=1$ (Pawlak and Skowron, 2007). Obviously, $0 \leq \alpha_{B}(X) \leq 1$. If $X$ is a union of some equivalence classes of $U$, then $\alpha_{B}(X)=1$. Thus, the set $X$ is crisp (precise) with respect to $B$. And, if $X$ is not a union of some equivalence classes of $U$, then $\alpha_{B}(X)<1$. Thus, the set $X$ is rough (imprecise) with respect to $B$ (Pawlak and Skowron, 2007). This means that the higher of accuracy of approximation of any subset $X \subseteq U$ is the more precise (the less imprecise) of itself.

Example 3.2. Let us depict above notions by examples referring to Table 3.2. Consider the set $U=\{1,2,3,4,5,6,7,8,9,10\}$ and the set of attributes $V_{\text {age }}=\{30,40,50,60\}$. The partition of $U$ induced by $\operatorname{IND}($ sex $)$ is given by

$$
U / \operatorname{IND}(\text { age })=\{\{4\},\{5\},\{6,8,10\},\{1,2,3,7,9\}\} .
$$

The corresponding lower approximation and upper approximation of $X$ are as follows

$$
X(\text { age }=60)=\phi \text { and } \overline{X(\text { age }=60)}=\{1,4,6,9,10\} .
$$

Thus, concept "Decision" is imprecise (rough). For this case, the accuracy of approximation is given as

$$
\alpha_{C}(X)=\frac{0}{5} .
$$

It means that the concept "Decision" can be characterized partially employing attributes age, sex, cp, rbp, cho, fbs, thal, thalach, exia and oldpeak .

### 3.2 MAX-MAX ROUGHNESS

In this section, a technique for selecting a clustering attribute based on rough set theory is presented. Parmar et al. proposes a technique called Max-Max Roughness (MMR) which can handle datasets with multi-valued attributes [Parmar]. This section, however, will be presenting the technique MMR to select the clustering attributes.

### 3.2.1 Selecting a Clustering Attributes

To find meaningful clusters from a dataset, clustering attribute is conducted so that attributes within the clusters made will have a high correlation or high interdependence to each other while the attributes in other clusters are less correlated or more independent.

### 3.2.2 Model for Selecting a Clustering Attributes



Figure 3.2: A model for selecting a clustering attribute

### 3.2.3 Max-Max Roughness Technique

The following Table shows step-by-step to calculate Max-Max Roughness.

Table 3.3: Step-by-step Max-Max Roughness

| Step | Max-Max Roughness |
| :---: | :--- |
| 1 | Given data set |
| 2 | Each attribute in data set considered as a candidate attribute to partition |
| 3 | Determine equivalence classes of <br> attribute-value pairs |
| 4 | Determine lower approximation of each equivalence classes in attribute $a_{i}$ <br> w.r.t. to attribute $a_{j}, i \neq j$ |
| 5 | Determine upper approximation of each equivalence classes in attribute $a_{i}$ <br> w.r.t. to attribute $a_{j}, i \neq j$ |
| 6 | Calculate roughness of each equivalence classes in attribute $a_{i}$ w.r.t. to <br> attribute $a_{j}, i \neq j$ |


| 7 | Calculate mean roughness of attribute $a_{i}$ w.r.t. to attribute $a_{j}, i \neq j$ |
| :---: | :--- |
| 8 | Calculate maximum roughness $a_{i}$ w.r.t. to all attribute $a_{j}, i \neq j$ |
| 9 | If there are two greatest value of mean roughness, calculate maximum <br> roughness relative to the second, third greater maximum roughness until <br> the tie is broken |
| 10 | Selecting a clustering attribute |

### 3.2.4 Example

The following example shows a calculation resultof Max-Max Roughness through an information system taken from [Parmar et al, 2007].

Table 3.4: An information system of heart disease in MMR [Parmar]

| Patient/ <br> Attribute | age | sex | cp | rbp | cho | fbs | thal | thalach | exia | oldpeak |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 1 | 60.0 | 1.0 | 1.0 | 140.0 | 230.0 | 1.0 | 6.0 | 150.0 | 2.0 | 2.3 |
| 2 | 60.0 | 1.0 | 4.0 | 160.0 | 280.0 | 2.0 | 3.0 | 100.0 | 1.0 | 1.5 |
| 3 | 60.0 | 1.0 | 4.0 | 120.0 | 220.0 | 2.0 | 7.0 | 120.0 | 1.0 | 2.6 |
| 4 | 30.0 | 1.0 | 3.0 | 130.0 | 250.0 | 2.0 | 3.0 | 180.0 | 2.0 | 3.5 |
| 5 | 40.0 | 2.0 | 2.0 | 130.0 | 200.0 | 2.0 | 3.0 | 170.0 | 2.0 | 1.4 |
| 6 | 50.0 | 1.0 | 2.0 | 120.0 | 230.0 | 2.0 | 3.0 | 170.0 | 2.0 | 0.8 |
| 7 | 60.0 | 2.0 | 4.0 | 140.0 | 260.0 | 2.0 | 3.0 | 160.0 | 2.0 | 3.6 |
| 8 | 50.0 | 2.0 | 4.0 | 120.0 | 350.0 | 2.0 | 3.0 | 160.0 | 1.0 | 0.6 |
| 9 | 60.0 | 1.0 | 4.0 | 130.0 | 250.0 | 2.0 | 7.0 | 140.0 | 2.0 | 1.4 |
| 10 | 50.0 | 1.0 | 4.0 | 140.0 | 200.0 | 1.0 | 7.0 | 150.0 | 1.0 | 3.1 |

As an information system, from Table 3.4, we have

$$
\begin{aligned}
& U=\{1,2,3,4,5,6,7,8,9,10\}, \\
& A=\{\text { age, sex, cp, rbp, cho, fbs, thal, thalach, exia, oldpeak }\},
\end{aligned}
$$

$$
\begin{aligned}
& V_{\text {age }}=\{30,40,50,60\}, \\
& V_{\text {sex }}=\{1,2\} \\
& V_{\text {cp }}=\{1,2,3,4\}, \\
& V_{\text {rbp }}=\{120,130,140,160\}, \\
& V_{\text {cho }}=\{200,220,230,250,260,280,350\}, \\
& V_{\text {fbs }}=\{1,2\}, \\
& V_{\text {thal }}=\{3,6,7\}, \\
& V_{\text {thalach }}=\{100,120,140,150,160,170,180\}, \\
& V_{\text {exia }}=\{1,2\}, \\
& V_{\text {oldpeak }}=\{0.6,0.8,1.4,1.5,2.3,2.6,3.1,3.5,3.6\} .
\end{aligned}
$$

Ten partitions of $U$ generated by indiscernibility relation of singleton attribute are;
a. $X($ age $=30)=\{4\}, X($ age $=40)=\{5\}, X($ age $=50)=\{6,8,10\}$,
$X($ age $=60)=\{1,2,3,7,9\}$,

$$
U / \operatorname{IND}(\text { age })=\{\{4\},\{5\},\{6,8,10\},\{1,2,3,7,9\}\} .
$$

b. $X(\operatorname{sex}=1)=\{1,2,3,4,6,9,10\}, X($ sex $=2)=\{5,7,8\}$,

$$
U / \operatorname{IND}(\operatorname{sex})=\{\{1,2,3,4,6,9,10\},\{5,7,8\}\} .
$$

c. $X(c p=1)=\{1\}, X(c p=2)=\{5,6\}, X(c p=3)=\{4\}$,

$$
X(c p=4)=\{2,3,7,8,9,10\},
$$

$$
U / \operatorname{IND}(c p)=\{\{1\},\{5,6\},\{4\},\{2,3,7,8,9,10\}\} .
$$

d. $X(r b p=120)=\{3,6,8\}, X(r b p=130)=\{4,5,9\}, X(r b p=140)=\{1,7,10\}$, $X(r b p=160)=\{2\}$,
$U / \operatorname{IND}(r b p)=\{\{3,6,8\},\{4,5,9\},\{1,7,10\},\{2\}\}$.
e. $X($ cho $=200)=\{5,10\}, X($ cho $=220)=\{3\}, X($ cho $=230)=\{1,6\}$, $X($ cho $=250)=\{4,9\}, X($ cho $=260)=\{7\}, X($ cho $=280)=\{2\}$, $X($ cho $=350)=\{8\}$, $U / \operatorname{IND}\left(a_{5}\right)=\{\{5,10\},\{3\},\{1,6\},\{4,9\},\{7\},\{2\},\{8\}\}$.
f.,$X(f b s=1)=\{1,10\} X(f b s=2)=\{2,3,4,5,6,7,8,9\}$,

$$
U / I N D(f b s)=\{\{1,10\},\{2,3,4,5,6,7,8,9\}\} .
$$

g. $X($ thal $=3)=\{2,4,5,6,7,8\}, X($ thal $=6)=\{1\}, X($ thal $=7)=\{3,9,10\}$,

$$
U / \operatorname{IND}(\text { thal })=\{\{2,4,5,6,7,8\},\{1\},\{3,9,10\}\} .
$$

h. $X($ thalach $=100)=\{2\}, X($ thalach $=120)=\{3\}, X($ thalach $=140)=\{9\}$,
$X($ thalach $=150)=\{1,10\}, X($ thalach $=160)=\{7,8\}$, $X($ thalach $=170)=\{5,6\}, X($ thalach $=180)=\{4\}$, $U / \operatorname{IND}($ thalach $)=\{\{2\},\{3\},\{9\},\{1,10\},\{7,8\},\{5,6\},\{4\}\}$.
i. $\quad X($ exia $=1)=\{2,3,8,10\}, X($ exia $=2)=\{1,4,5,6,7,9\}$,

$$
U / \operatorname{IND}(\text { exia })=\{\{2,3,8,10\},\{1,4,5,6,7,9\}\} .
$$

j. $X($ oldpeak $=0.6)=\{8\}, X($ oldpeak $=0.8)=\{6\}, X($ oldpeak $=1.4)=\{5,9\}$, $X($ oldpeak $=1.5)=\{2\}, X($ oldpeak $=2.3)=\{1\}, X($ oldpeak $=2.6)=\{3\}$, $X($ oldpeak $=3.1)=\{10\}, X($ oldpeak $=3.5)=\{4\}, X($ oldpeak $=3.6)=\{7\}$, $U / \operatorname{IND}(f b s)=\{\{8\},\{6\},\{5,9\},\{2\},\{1\},\{3\},\{10\},\{4\},\{7\}\}$.

## Calculation of Roughness and Mean Roughness

First, we determine of upper and lower approximations of singleton attribute with respect to other different singleton attribute. Then we calculate the roughness and the mean roughness of each attribute.

## a. Attribute age

For attribute age , it is clear that $\mid V($ age $) \mid=4$.
The roughness and the mean roughness on age with respect to
A, $\quad A=a g e, s e x, c p, r b p$, cho, fbs,thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { age }=30)}=\phi \text { and } \overline{X(\text { age }=30)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(\text { age }=40)}=\phi \text { and } \overline{X(\text { age }=40)}=\{5,7,8\}, \\
& X(\text { age }=50)
\end{aligned}=\phi \text { and } \overline{X(\text { age }=50)}=\{1,2,3,4,5,6,7,8,9,10\}, ~ l
$$

$$
\underline{X(\text { age }=60)}=\phi \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,5,6,7,8,9,10\} .
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid \operatorname{age}=30)=\frac{0}{7}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{age}=40)=\frac{0}{3}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{age}=50)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{age}=60)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {sex }}(\text { age })=\frac{0+0+0+0}{4}=0
$$

2) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { age }=30)}=\{4\} \text { and } \overline{X(\text { age }=30)}=\{4\}, \\
& \underline{X(\text { age }=40)}=\phi \text { and } \overline{X(\text { age }=40)}=\{5,6\}, \\
& \underline{X(\text { age }=50)}=\phi \text { and } \overline{X(\text { age }=50)}=\{2,3,5,6,7,8,9,10\}, \\
& \underline{X(\text { age }=60)}=\{1\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcp}(X \mid \text { age }=30)=\frac{1}{1}=1, \\
\operatorname{Rcp}(X \mid \text { age }=40)=\frac{0}{2}=0, \\
\operatorname{Rcp}(X \mid \text { age }=50)=\frac{0}{8}=0, \\
\operatorname{Rcp}(X \mid \text { age }=60)=\frac{1}{7}=0.1429 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { age })=\frac{1+0+0+0.1429}{4}=0.2857 .
$$

3) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { age }=30)}=\phi \text { and } \overline{X(\text { age }=30)}=\{4,5,9\}, \\
& \underline{X(\text { age }=40)}=\phi \text { and } \overline{X(\text { age }=40)}=\{4,5,9\}, \\
& \underline{X(\text { age }=50)}=\phi \text { and } \overline{X(\text { age }=50)}=\{1,3,6,7,8,10\}, \\
& \underline{X(\text { age }=60)}=\{2\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid \text { age }=30)=\frac{0}{3}=0 \\
& \operatorname{Rrbp}(X \mid \text { age }=40)=\frac{0}{3}=0 \\
& \operatorname{Rrbp}(X \mid \text { age }=50)=\frac{0}{6}=0 . \\
& \operatorname{Rrbp}(X \mid \text { age }=60)=\frac{1}{10}=0.1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {rbp }}(\text { age })=\frac{0+0+0+0.1}{4}=0.025 .
$$

4) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { age }=30)}{}=\phi \text { and } \overline{X(\text { age }=30)}=\{4,9\}, \\
& \frac{X(\text { age }=40)}{}=\phi \text { and } \overline{X(\text { age }=40)}=\{5,10\}, \\
& \underline{X(\text { age }=50)}=\{8\} \text { and } \overline{X(\text { age }=50)}=\{1,5,6,8,10\}, \\
& \underline{X(\text { age }=60)}=\{2,3,7\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,6,7,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rcho}(X \mid \text { age }=30)=\frac{0}{2}=0, \\
& \operatorname{Rcho}(X \mid \operatorname{age}=40)=\frac{0}{2}=0,
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{Rcho}(X \mid \text { age }=50)=\frac{1}{5}=0.2 . \\
\operatorname{Rcho}(X \mid \text { age }=60)=\frac{3}{7}=0.4286 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\text { age })=\frac{0+0+0.2+0.4286}{4}=0.1571 .
$$

5) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { age }=30)}{}=\phi \text { and } \overline{X(\text { age }=30)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { age }=40)}{}=\phi \text { and } \overline{X(\text { age }=40)}=\{2,3,4,5,6,7,8,9\}, \\
& X(\text { age }=50) \\
& =\phi \text { and } \overline{X(\text { age }=50)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { age }=60)}=\phi \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { age }=30)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { age }=40)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { age }=50)=\frac{0}{10}=0, \\
& R f b s(X \mid \text { age }=60)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{f \text { fbs }}(\text { age })=\frac{0+0+0+0}{4}=0 .
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { age }=30)}=\phi \text { and } \overline{X(\text { age }=30)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { age }=40)}=\phi \text { and } \overline{X(\text { age }=40)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { age }=50)}=\phi \text { and } \overline{X(\text { age }=50)}=\{2,3,4,5,6,7,8,9,10\},
\end{aligned}
$$

$$
\underline{X(\text { age }=60)}=\{1\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,5,6,7,8,9,10\} .
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { age }=30)=\frac{0}{6}=0, \\
& R f b s(X \mid \text { age }=40)=\frac{0}{6}=0, \\
& R f b s(X \mid \text { age }=50)=\frac{0}{9}=0, \\
& \operatorname{Rfbs}(X \mid \text { age }=60)=\frac{1}{10}=0.1
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{f \text { fbs }}(\text { age })=\frac{0+0+0+0.1}{4}=0.025 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { age }=30)}{}=\{4\} \text { and } \overline{X(\text { age }=30)}=\{4\}, \\
& \underline{X(\text { age }=40)}=\phi \text { and } \overline{X(\text { age }=40)}=\{5,6\}, \\
& \underline{X(\text { age }=50)}=\phi \text { and } \overline{X(\text { age }=50)}=\{1,5,6,7,8,10\}, \\
& X(\text { age }=60)=\{2,3,9\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
R f b s(X \mid \text { age }=30)=\frac{1}{1}=1, \\
R f b s(X \mid \text { age }=40)=\frac{0}{2}=0, \\
R f b s(X \mid \text { age }=50)=\frac{0}{6}=0, \\
R f b s(X \mid \text { age }=60)=\frac{3}{7}=0.4286 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\text { age })=\frac{1+0+0+0.4286}{4}=0.3571 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { age }=30)}=\phi \text { and } \overline{X(\text { age }=30)}=\{1,4,5,6,7,9\}, \\
& X(\text { age }=40) \\
& \underline{X(\text { age }=50)}=\phi \text { and } \overline{X(\text { age }=40)}=\{1,4,5,6,7,9\}, \\
& \underline{X(\text { and } \overline{X(\text { age }=50)}=\{1,2,3,4,5,6,7,8,9,10\},}=\phi \text { and } \overline{X(\text { age }=60)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { age }=30)=\frac{0}{6}=0, \\
& R f b s(X \mid \text { age }=40)=\frac{0}{6}=0, \\
& R f b s(X \mid \text { age }=50)=\frac{0}{10}=0, \\
& R f b s(X \mid \text { age }=60)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{f \text { fs }}(\text { age })=\frac{0+0+0+0}{4}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { age }=30)}{}=\{4\} \text { and } \overline{X(\text { age }=30)}=\{4\}, \\
& \frac{X(\text { age }=40)}{}=\phi \text { and } \overline{X(\text { age }=40)}=\{5,9\}, \\
& \frac{X(\text { age }=50)}{}=\{6,8,10\} \text { and } \overline{X(\text { age }=50)}=\{6,8,10\}, \\
& \underline{X(\text { age }=60)}=\{1,2,3,7\} \text { and } \overline{X(\text { age }=60)}=\{1,2,3,5,7,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rfbs}(X \mid \text { age }=30)=\frac{1}{1}=1, \\
& \operatorname{Rfbs}(X \mid \text { age }=40)=\frac{0}{2}=0,
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{Rfbs}(X \mid \text { age }=50)=\frac{3}{3}=1, \\
R f b s(X \mid \text { age }=60)=\frac{4}{6}=0.6667 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {fbs }}(\text { age })=\frac{1+0+1+0.6667}{4}=0.6667 .
$$

## b. Attribute sex

For attribute sex, it is clear that $|V(s e x)|=2$.
The roughness and the mean roughness on sex with respect to A, $A=a g e, s e x, c p, r b p, c h o, f b s$, thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{4\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,6,7,8,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\{5\} \text { and } \overline{X(\operatorname{sex}=2)}=\{1,2,3,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rage}(X \mid \operatorname{sex}=1)=\frac{1}{9}=0.1111 \\
& \operatorname{Rage}(X \mid \operatorname{sex}=2)=\frac{1}{9}=0.1111
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {age }}(\text { sex })=\frac{0.1111+0.1111}{2}=0.1111 .
$$

2) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{1,4\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\phi \text { and } \overline{X(\operatorname{sex}=2)}=\{2,3,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcp}(X \mid \operatorname{sex}=1)=\frac{2}{10}=0.2 \\
\operatorname{Rcp}(X \mid \operatorname{sex}=2)=\frac{0}{8}=0
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\operatorname{sex})=\frac{0.2+0}{2}=0.1
$$

3) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{2\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\phi \text { and } \overline{X(\operatorname{sex}=2)}=\{1,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rrbp}(X \mid \operatorname{sex}=1)=\frac{1}{10}=0.1 \\
\operatorname{Rrbp}(X \mid \operatorname{sex}=2)=\frac{0}{9}=0
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(\operatorname{sex})=\frac{0.1+0}{2}=0.05
$$

4) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { sex }=1)}=\{1,2,3,4,6,9\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,9,10\}, \\
& \underline{X(\text { sex }=2)}=\{7,8\} \text { and } \overline{X(\operatorname{sex}=2)}=\{5,7,8,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rcho}(X \mid \operatorname{sex}=1)=\frac{6}{8}=0.75 \\
& \operatorname{Rcho}(X \mid \operatorname{sex}=2)=\frac{2}{4}=0.5
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\operatorname{sex})=\frac{0.75+0.5}{2}=0.625 .
$$

5) With respect to fbs

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{1,10\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\phi \text { and } \overline{X(\operatorname{sex}=2)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rfbs}(X \mid \operatorname{sex}=1)=\frac{2}{10}=0.2, \\
\operatorname{Rfbs}(X \mid \operatorname{sex}=2)=\frac{0}{8}=0
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\operatorname{sex})=\frac{0.2+0}{2}=0.1
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { sex }=1)}{}=\{1,3,9,10\} \text { and } \overline{X(\text { sex }=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { sex }=2)}=\phi \text { and } \overline{X(\text { sex }=2)}=\{2,4,5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthal }(X \mid \operatorname{sex}=1)=\frac{4}{10}=0.4, \\
& \operatorname{Rthal}(X \mid \operatorname{sex}=2)=\frac{0}{6}=0
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thal }}(\operatorname{sex})=\frac{0.4+0}{2}=0.2 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{1,2,3,4,9,10\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\{7,8\} \text { and } \overline{X(\operatorname{sex}=2)}=\{5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid \operatorname{sex}=1)=\frac{6}{8}=0.75 \\
& \text { Rthalach }(X \mid \operatorname{sex}=2)=\frac{2}{4}=0.5
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thalach }}(\text { sex })=\frac{0.75+0.5}{2}=0.625 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& X(\operatorname{sex}=1)=\phi \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\phi \text { and } \overline{X(\operatorname{sex}=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid \operatorname{sex}=1)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid \operatorname{sex}=2)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(\operatorname{sex})=\frac{0+0}{2}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\operatorname{sex}=1)}=\{1,2,3,4,6,10\} \text { and } \overline{X(\operatorname{sex}=1)}=\{1,2,3,4,5,6,9,10\}, \\
& \underline{X(\operatorname{sex}=2)}=\{7,8\} \text { and } \overline{X(\operatorname{sex}=2)}=\{5,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid \operatorname{sex}=1)=\frac{6}{8}=0.75 \\
& \operatorname{Roldpeak}(X \mid \operatorname{sex}=2)=\frac{2}{4}=0.5
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {oldpeak }}(\operatorname{sex})=\frac{0.75+0.5}{2}=0.625 .
$$

## c. Attribute $c p$

For attribute $c p$, it is clear that $|V(c p)|=4$.
The roughness and the mean roughness on $c p$ with respect to A, A =age, sex, cp,rbp, cho, fbs,thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(c p=1)}{}=\phi \text { and } \overline{X(c p=1)}=\{1,2,3,7,9\}, \\
& \frac{X(c p=2)}{}=\{5\} \text { and } \overline{X(c p=2)}=\{5,6,8,10\}, \\
& \underline{X(c p=3)}=\{4\} \text { and } \overline{X(c p=3)}=\{4\}, \\
& \underline{X(c p=4)}=\phi \text { and } \overline{X(c p=4)}=\{1,2,3,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rage}(X \mid c p=1)=\frac{0}{5}=0, \\
\operatorname{Rage}(X \mid c p=2)=\frac{1}{4}=0.25, \\
\operatorname{Rage}(X \mid c p=3)=\frac{1}{1}=1, \\
\operatorname{Rage}(X \mid c p=4)=\frac{0}{8}=0 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {age }}(c p)=\frac{0+0.25+1+0}{4}=0.3125 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c p=1)}=\phi \text { and } \overline{X(c p=1)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(c p=2)}=\phi \text { and } \overline{X(c p=2)}=\{1,2,3,4,5,6,7,8,9,10\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(c p=3)}{}=\phi \text { and } \overline{X(c p=3)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(c p=4)}=\phi \text { and } \overline{X(c p=4)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid c p=1)=\frac{0}{7}=0 \\
& \operatorname{Rsex}(X \mid c p=2)=\frac{0}{10}=0 \\
& \operatorname{Rsex}(X \mid c p=3)=\frac{0}{7}=0 \\
& \operatorname{Rsex}(X \mid c p=4)=\frac{0}{10}=0
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {sex }}(c p)=\frac{0+0+0+0}{4}=0 .
$$

3) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c p=1)}=\phi \text { and } \overline{X(c p=1)}=\{1,7,10\}, \\
& \underline{X(c p=2)}=\phi \text { and } \overline{X(c p=2)}=\{3,4,5,6,8,9\}, \\
& \underline{X(c p=3)}=\phi \text { and } \overline{X(c p=3)}=\{4,5,9\}, \\
& \underline{X(c p=4)}=\{2\} \text { and } \overline{X(c p=4)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rrbp}(X \mid c p=1)=\frac{0}{3}=0, \\
\operatorname{Rrbp}(X \mid c p=2)=\frac{0}{6}=0, \\
\operatorname{Rrbp}(X \mid c p=3)=\frac{0}{3}=0, \\
\operatorname{Rrbp}(X \mid c p=4)=\frac{1}{10}=0.1
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(c p)=\frac{0+0+0+0.1}{4}=0.025 .
$$

4) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(c p=1)}{}=\phi \text { and } \overline{X(c p=1)}=\{1,6\}, \\
& \frac{X(c p=2)}{}=\phi \text { and } \overline{X(c p=2)}=\{1,5,6,10\}, \\
& \underline{X(c p=3)}=\phi \text { and } \overline{X(c p=3)}=\{4,9\}, \\
& \underline{X(c p=4)}=\{2,3,7,8\} \text { and } \overline{X(c p=4)}=\{2,3,4,5,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rcho}(X \mid c p=1)=\frac{0}{2}=0 \\
& \operatorname{Rcho}(X \mid c p=2)=\frac{0}{4}=0 \\
& \operatorname{Rcho}(X \mid c p=3)=\frac{0}{2}=0 \\
& \operatorname{Rcho}(X \mid c p=4)=\frac{4}{8}=0.5
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(c p)=\frac{0+0+0+0.5}{4}=0.125 .
$$

5) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(c p=1)}{X(c p=2)}=\phi \text { and } \overline{X(c p=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(c p d} \overline{X(c p=2)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(c p=3)}=\phi \text { and } \overline{X(c p=3)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(c p=4)}=\phi \text { and } \overline{X(c p=4)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\operatorname{Rfbs}(X \mid c p=1)=\frac{0}{2}=0
$$

$$
\begin{aligned}
& \operatorname{Rfbs}(X \mid c p=2)=\frac{0}{8}=0, \\
& \operatorname{Rfbs}(X \mid c p=3)=\frac{0}{8}=0, \\
& \operatorname{Rfbs}(X \mid c p=4)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{f b s}(c p)=\frac{0+0+0+0}{4}=0 .
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c p=1)}=\{1\} \text { and } \overline{X(c p=1)}=\{1\}, \\
& \underline{X(c p=2)}=\phi \text { and } \overline{X(c p=2)}=\{2,4,5,6,7,8\}, \\
& \underline{X(c p=3)}=\phi \text { and } \overline{X(c p=3)}=\{2,4,5,6,7,8\}, \\
& \underline{X(c p=4)}=\{3,9,10\} \text { and } \overline{X(c p=4)}=\{2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rthal}(X \mid c p=1)=\frac{1}{1}=1, \\
\operatorname{Rthal}(X \mid c p=2)=\frac{0}{6}=0, \\
\operatorname{Rthal}(X \mid c p=3)=\frac{0}{6}=0, \\
\operatorname{Rthal}(X \mid c p=4)=\frac{3}{9}=0.3333 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thal }}(c p)=\frac{1+0+0+0.3333}{4}=0.3333 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& X(c p=1)=\phi \text { and } \overline{X(c p=1)}=\{1,10\}, \\
& \underline{X(c p=2)}=\{5,6\} \text { and } \overline{X(c p=2)}=\{5,6\},
\end{aligned}
$$

$$
\begin{aligned}
& \underline{X(c p=3)}=\{4\} \text { and } \overline{X(c p=3)}=\{4\}, \\
& \underline{X(c p=4)}=\{2,3,7,8,9\} \text { and } \overline{X(c p=4)}=\{1,2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\text { Rthalach }(X \mid c p=1)=\frac{0}{2}=0, \\
\text { Rthalach }(X \mid c p=2)=\frac{2}{2}=1, \\
\text { Rthalach }(X \mid c p=3)=\frac{1}{1}=1, \\
\text { Rthalach }(X \mid c p=4)=\frac{5}{7}=0.7143 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {thalach }}(c p)=\frac{0+1+1+0.7143}{4}=0.6786
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c p=1)}=\phi \text { and } \overline{X(c p=1)}=\{1,4,5,6,7,9\}, \\
& \underline{X(c p=2)}=\phi \text { and } \overline{X(c p=2)}=\{1,4,5,6,7,9\}, \\
& \underline{X(c p=3)}=\phi \text { and } \overline{X(c p=3)}=\{1,4,5,6,7,9\}, \\
& \underline{X(c p=4)}=\{2,3,8,10\} \text { and } \overline{X(c p=4)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Re} x i a(X \mid c p=1)=\frac{0}{6}=0, \\
\operatorname{Re} x i a(X \mid c p=2)=\frac{0}{6}=0, \\
\operatorname{Re} x i a(X \mid c p=3)=\frac{0}{6}=0, \\
\operatorname{Re} x i a(X \mid c p=4)=\frac{4}{10}=0.4 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(c p)=\frac{0+0+0+0.4}{4}=0.1
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(c p=1)}{}=\{1\} \text { and } \overline{X(c p=1)}=\{1\}, \\
& \frac{X(c p=2)}{}=\{6\} \text { and } \overline{X(c p=2)}=\{5,6,9\}, \\
& \underline{X(c p=3)}=\{4\} \text { and } \overline{X(c p=3)}=\{4\}, \\
& \underline{X(c p=4)}=\{2,3,7,8,10\} \text { and } \overline{X(c p=4)}=\{2,3,5,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Roldpeak}(X \mid c p=1)=\frac{1}{1}=1, \\
\operatorname{Roldpeak}(X \mid c p=2)=\frac{1}{3}=0.3333, \\
\operatorname{Roldpeak}(X \mid c p=3)=\frac{1}{1}=1, \\
\operatorname{Roldpeak}(X \mid c p=4)=\frac{5}{7}=0.7143 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {oldpeak }}(c p)=\frac{0+0.3333+1+0.7143}{4}=0.7619
$$

## d. Attribute $r b p$

For attribute $r b p$, it is clear that $\mid V(r b p)=4$.
The roughness and the mean roughness on rbp with respect to A, $A=a g e, s e x, c p, r b p, c h o, f b s$, thal, thalach, exia, oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
X(r b p=120)=\phi \text { and } \overline{X(r b p=120)}=\{1,2,3,6,7,8,9,10\},
$$

$$
\begin{aligned}
& \frac{X(r b p=130)}{}=\{4,5\} \text { and } \overline{X(r b p=130)}=\{1,2,3,4,5,7,9\}, \\
& \frac{X(r b p=140)}{}=\phi \text { and } \overline{X(r b p=140)}=\{1,2,3,6,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{1,2,3,7,9\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\text { Rage }(X \mid r b p=120)=\frac{0}{8}=0, \\
\text { Rage }(X \mid r b p=130)=\frac{2}{7}=0.2857, \\
\text { Rage }(X \mid r b p=140)=\frac{0}{8}=0, \\
\operatorname{Rage}(X \mid r b p=160)=\frac{0}{5}=0 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {age }}(r b p)=\frac{0+0.2857+0+0}{4}=0.07143 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\phi \text { and } \overline{X(r b p=120)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(r b p=130)}{}=\phi \text { and } \overline{X(r b p=130)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(r b p=140)}{}=\phi \text { and } \overline{X(r b p=140)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{1,2,3,4,6,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid r b p=120)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid r b p=130)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid r b p=140)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid r b p=160)=\frac{0}{7}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(r b p)=\frac{0+0+0+0}{4}=0 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\phi \text { and } \overline{X(r b p=120)}=\{2,3,5,6,7,8,9,10\}, \\
& \underline{X(r b p=130)}=\{4\} \text { and } \overline{X(r b p=130)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=140)}=\{1\} \text { and } \overline{X(r b p=140)}=\{1,2,3,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
R c p(X \mid r b p=120)=\frac{0}{8}=0, \\
R c p(X \mid r b p=130)=\frac{1}{9}=0.1111, \\
R c p(X \mid r b p=140)=\frac{1}{7}=0.1429, \\
R c p(X \mid r b p=160)=\frac{0}{6}=0 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(r b p)=\frac{0+0.1111+0.1429+0}{4}=0.0635 .
$$

4) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\{3,8\} \text { and } \overline{X(r b p=120)}=\{1,3,6,8\}, \\
& \frac{X(r b p=130)}{}=\{4,9\} \text { and } \overline{X(r b p=130)}=\{4,5,9,10\}, \\
& \underline{X(r b p=140)}=\{7\} \text { and } \overline{X(r b p=140)}=\{1,5,6,7,10\}, \\
& \underline{X(r b p=160)}=\{2\} \text { and } \overline{X(r b p=160)}=\{2\} .
\end{aligned}
$$

Roughness

$$
\operatorname{Rcho}(X \mid r b p=120)=\frac{2}{4}=0.5,
$$

$$
\begin{aligned}
& \operatorname{Rcho}(X \mid r b p=130)=\frac{2}{4}=0.5, \\
& \operatorname{Rcho}(X \mid r b p=140)=\frac{1}{5}=0.2, \\
& \operatorname{Rcho}(X \mid r b p=160)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {cho }}(r b p)=\frac{0.5+0.5+0.2+1}{4}=0.55 .
$$

5) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\phi \text { and } \overline{X(r b p=120)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(r b p=130)}=\phi \text { and } \overline{X(r b p=130)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(r b p=140)}=\{1,10\} \text { and } \overline{X(r b p=140)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid r b p=120)=\frac{0}{8}=0, \\
& R f b s(X \mid r b p=130)=\frac{0}{8}=0, \\
& R f b s(X \mid r b p=140)=\frac{2}{10}=0.2, \\
& R f b s(X \mid r b p=160)=\frac{0}{8}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {fbs }}(r b p)=\frac{0+0+0.2+0}{4}=0.05 .
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(r b p=120)}=\phi \text { and } \overline{X(r b p=120)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=130)}=\phi \text { and } \overline{X(r b p=130)}=\{2,3,4,5,6,7,8,9,10\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(r b p=140)}{}=\{1\} \text { and } \overline{X(r b p=140)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{2,4,5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rthal}(X \mid r b p=120)=\frac{0}{9}=0, \\
& \operatorname{Rthal}(X \mid r b p=130)=\frac{0}{9}=0, \\
& \text { Rthal }(X \mid r b p=140)=\frac{1}{10}=0.1, \\
& \operatorname{Rthal}(X \mid r b p=160)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thal }}(r b p)=\frac{0+0+0.1+0}{4}=0.025 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\{3\} \text { and } \overline{X(r b p=120)}=\{2,5,6,7,8\}, \\
& \frac{X(r b p=130)}{}=\{4,9\} \text { and } \overline{X(r b p=130)}=\{4,5,6,9\}, \\
& \underline{X(r b p=140)}=\{1,10\} \text { and } \overline{X(r b p=140)}=\{1,7,8,10\}, \\
& \underline{X(r b p=160)}=\{2\} \text { and } \overline{X(r b p=160)}=\{2\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid r b p=120)=\frac{1}{5}=0.2, \\
& \text { Rthalach }(X \mid r b p=130)=\frac{2}{4}=0.5, \\
& \text { Rthalach }(X \mid r b p=140)=\frac{2}{4}=0.5, \\
& \text { Rthalach }(X \mid r b p=160)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thalach }}(r b p)=\frac{0.2+0.5+0.5+1}{4}=0.55 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{}=\phi \text { and } \overline{X(r b p=120)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(r b p=130)}{}=\phi \text { and } \overline{X(r b p=130)}=\{1,4,5,6,7,9\}, \\
& \frac{X(r b p=140)}{}=\phi \text { and } \overline{X(r b p=140)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(r b p=160)}=\phi \text { and } \overline{X(r b p=160)}=\{2,3,8,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid r b p=120)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid r b p=130)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid r b p=140)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid r b p=160)=\frac{0}{4}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(r b p)=\frac{0+0+0+0}{4}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(r b p=120)}{X(r b p=130)}=\{3,6,8\} \text { and } \overline{X(r b p=120)}=\{3,5,9\} \text { and } \overline{X(r b p=130)}=\{4,5,9\}, \\
& \underline{X(r b p=140)}=\{1,7,10\} \text { and } \overline{X(r b p=140)}=\{1,7,10\}, \\
& \underline{X(r b p=160)}=\{2\} \text { and } \overline{X(r b p=160)}=\{2\} .
\end{aligned}
$$

Roughness

$$
\operatorname{Roldpeak}(X \mid r b p=120)=\frac{3}{3}=1,
$$

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid r b p=130)=\frac{3}{3}=1, \\
& \operatorname{Roldpeak}(X \mid r b p=140)=\frac{3}{3}=1, \\
& \text { Roldpeak }(X \mid r b p=160)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {olppeak }}(r b p)=\frac{1+1+1+1}{4}=1
$$

e. Attribute cho

For attribute cho, it is clear that $\mid V($ cho $) \mid=7$.
The roughness and the mean roughness on cho with respect to A, A = age, sex, cp,rbp, cho, fbs, thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\{5\} \text { and } \overline{X(c h o=200)}=\{5,6,8,10\}, \\
& \frac{X(c h o=220)}{}=\phi \text { and } \overline{X(c h o=220)}=\{1,2,3,7,9\}, \\
& \frac{X(c h o=230)}{}=\phi \text { and } \overline{X(c h o=230)}=\{1,2,3,6,7,8,9,10\}, \\
& \frac{X(c h o=250)}{}=\{4\} \text { and } \overline{X(c h o=250)}=\{1,2,3,4,7,9\}, \\
& \underline{X(c h o=260)}=\phi \text { and } \overline{X(c h o=260)}=\{1,2,3,7,9\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{1,2,3,7,9\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{6,8,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rage}(X \mid \text { cho }=200)=\frac{1}{4}=0.25 \\
& \operatorname{Rage}(X \mid \text { cho }=220)=\frac{0}{5}=0
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{Rage}(X \mid \text { cho }=230)=\frac{0}{8}=0, \\
\operatorname{Rage}(X \mid \text { cho }=250)=\frac{1}{6}=0.1667, \\
\text { Rage }(X \mid \text { cho }=260)=\frac{0}{5}=0, \\
\operatorname{Rage}(X \mid \text { cho }=280)=\frac{0}{5}=0, \\
\operatorname{Rage}(X \mid \text { cho }=350)=\frac{0}{3}=0 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {age }}(\text { cho })=\frac{0.25+0+0+0.1667+0+0+0}{7}=0.05953 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(c h o=200)}{}=\phi \text { and } \overline{X(c h o=200)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(c h o=220)}{}=\phi \text { and } \overline{X(c h o=220)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(c h o=230)}{}=\phi \text { and } \overline{X(c h o=230)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(c h o=250)}{X(c h o=260)}=\phi \text { and } \overline{X(c h o=250)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(c h o} \overline{X(c h o=260)}=\{5,7,8\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{5,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid \text { cho }=200)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid \text { cho }=220)=\frac{0}{7}=0, \\
& \operatorname{Rsex}(X \mid \text { cho }=230)=\frac{0}{7}=0,
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid \operatorname{cho}=250)=\frac{0}{7}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{cho}=260)=\frac{0}{3}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{cho}=280)=\frac{0}{7}=0, \\
& \operatorname{Rsex}(X \mid \operatorname{cho}=350)=\frac{0}{3}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { cho })=\frac{0+0+0+0+0+0+0}{7}=0 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{2,3,5,6,7,8,9,10\}, \\
& \underline{X(c h o=220)}=\phi \text { and } \overline{X(c h o=220)}=\{2,3,7,8,9,10\}, \\
& \underline{X(c h o=230)}=\{1\} \text { and } \overline{X(c h o=230)}=\{1,5,6\}, \\
& \frac{X(c h o=250)}{x(c h o=260)}=\{4\} \text { and } \overline{X(c h o=250)}=\{2,3,4,7,8,9,10\}, \\
& \underline{X(c h d} \overline{X(c h o=260)}=\{2,3,7,8,9,10\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{2,3,7,8,9,10\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
R c p(X \mid \text { cho }=200)=\frac{0}{8}=0, \\
R c p(X \mid c h o=220)=\frac{0}{6}=0, \\
R c p(X \mid c h o=230)=\frac{1}{3}=0.3333, \\
R c p(X \mid c h o=250)=\frac{1}{7}=0.1429, \\
R c p(X \mid \text { cho }=260)=\frac{0}{6}=0,
\end{gathered}
$$

$$
\begin{aligned}
& \operatorname{Rcp}(X \mid \operatorname{cho}=280)=\frac{0}{6}=0, \\
& \operatorname{Rcp}(X \mid \operatorname{cho}=350)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { cho })=\frac{0+0+0.3333+0.1429+0+0+0}{7}=0.06803 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{1,4,5,7,9,10\}, \\
& \underline{X(c h o=220)}=\phi \text { and } \overline{X(c h o=220)}=\{3,6,8\}, \\
& \frac{X(c h o=230)}{}=\phi \text { and } \overline{X(c h o=230)}=\{1,3,6,7,8,10\}, \\
& \frac{X(c h o=250)}{}=\phi \text { and } \overline{X(c h o=250)}=\{4,5,9\}, \\
& \underline{X(c h o=260)}=\phi \text { and } \overline{X(c h o=260)}=\{1,7,10\}, \\
& \underline{X(c h o=280)}=\{2\} \text { and } \overline{X(c h o=280)}=\{2\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{3,6,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid c h o=200)=\frac{0}{6}=0, \\
& \operatorname{Rrbp}(X \mid c h o=220)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \operatorname{cho}=230)=\frac{0}{6}=0, \\
& \operatorname{Rrbp}(X \mid \operatorname{cho}=250)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \operatorname{cho}=260)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \operatorname{cho}=280)=\frac{1}{1}=1, \\
& \operatorname{Rrbp}(X \mid \operatorname{cho}=350)=\frac{0}{3}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(\text { cho })=\frac{0+0+0+0+0+1+0}{7}=0.1429 .
$$

5) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(c h o=220)}=\phi \text { and } \overline{X(c h o=220)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(c h o=230)}{}=\phi \text { and } \overline{X(c h o=230)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(c h o=250)}{}=\phi \text { and } \overline{X(c h o=250)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(c h o=260)}=\phi \text { and } \overline{X(c h o=260)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{2,3,4,5,6,7,8,9\}, \\
& X(c h o=350)
\end{aligned}=\phi \text { and } \overline{X(c h o=350)}=\{2,3,4,5,6,7,8,9\} ., ~ l
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { cho }=200)=\frac{0}{10}=0, \\
& R f b s(X \mid c h o=220)=\frac{0}{8}=0, \\
& R f b s(X \mid c h o=230)=\frac{0}{10}=0, \\
& R f b s(X \mid c h o=250)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { cho }=260)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { cho }=280)=\frac{0}{8}=0, \\
& R f b s(X \mid c h o=350)=\frac{0}{8}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\text { cho })=\frac{0+0+0+0+0+0+0}{7}=0 .
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \frac{X(c h o=220)}{}=\phi \text { and } \overline{X(c h o=220)}=\{3,9,10\}, \\
& \frac{X(c h o=230)}{}=\{1\} \text { and } \overline{X(c h o=230)}=\{1,2,4,5,6,7,8\}, \\
& \frac{X(c h o=250)}{}=\phi \text { and } \overline{X(c h o=250)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(c h o=260)}=\phi \text { and } \overline{X(c h o=260)}=\{2,4,5,6,7,8\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{2,4,5,6,7,8\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{2,4,5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rthal}(X \mid \text { cho }=200)=\frac{0}{9}=0, \\
& \operatorname{Rthal}(X \mid \text { cho }=220)=\frac{0}{3}=0, \\
& \text { Rthal }(X \mid \text { cho }=230)=\frac{1}{7}=0.1429, \\
& \operatorname{Rthal}(X \mid \text { cho }=250)=\frac{0}{9}=0, \\
& \operatorname{Rthal}(X \mid \text { cho }=260)=\frac{0}{6}=0, \\
& \operatorname{Rthal}(X \mid \text { cho }=280)=\frac{0}{6}=0, \\
& \operatorname{Rthal}(X \mid \text { cho }=350)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thal }}(\text { cho })=\frac{0+0+0.1429+0+0+0+0}{7}=0.02041 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{1,5,6,10\}, \\
& \underline{X(c h o=220)}=\{3\} \text { and } \overline{X(c h o=220)}=\{3\}, \\
& \frac{X(c h o=230)}{}=\phi \text { and } \overline{X(c h o=230)}=\{1,5,6,10\}, \\
& \frac{X(c h o=250)}{}=\{4,9\} \text { and } \overline{X(c h o=250)}=\{4,9\}, \\
& \frac{X(c h o=260)}{}=\phi \text { and } \overline{X(c h o=260)}=\{7,8\}, \\
& \frac{X(c h o=280)}{X(c h o=350)}=\{2\} \text { and } \overline{X(c h o=280)}=\{2\}, \\
& \underline{X(c h o} \overline{X(c h o=350)}=\{7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid \text { cho }=200)=\frac{0}{4}=0, \\
& \text { Rthalach }(X \mid \text { cho }=220)=\frac{1}{1}=1, \\
& \text { Rthalach }(X \mid \text { cho }=230)=\frac{0}{4}=0, \\
& \text { Rthalach }(X \mid \text { cho }=250)=\frac{2}{2}=1, \\
& \text { Rthalach }(X \mid \text { cho }=260)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { cho }=280)=\frac{1}{1}=1, \\
& \text { Rthalach }(X \mid \text { cho }=350)=\frac{0}{2}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thalach }}(\text { cho })=\frac{0+1+0+1+0+1+0}{7}=0.4286 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(c h o=200)}=\phi \text { and } \overline{X(c h o=200)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(c h o=220)}=\phi \text { and } \overline{X(c h o=220)}=\{2,3,8,10\}, \\
& \underline{X(c h o=230)}=\phi \text { and } \overline{X(c h o=230)}=\{1,4,5,6,7,9\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(c h o=250)}{}=\phi \text { and } \overline{X(c h o=250)}=\{1,4,5,6,7,9\}, \\
& \frac{X(c h o=260)}{}=\phi \text { and } \overline{X(c h o=260)}=\{1,4,5,6,7,9\}, \\
& \underline{X(c h o=280)}=\phi \text { and } \overline{X(c h o=280)}=\{2,3,8,10\}, \\
& \underline{X(c h o=350)}=\phi \text { and } \overline{X(c h o=350)}=\{2,3,8,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid \text { cho }=200)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid \text { cho }=220)=\frac{0}{4}=0, \\
& \operatorname{Re} x i a(X \mid \text { cho }=230)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { cho }=250)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { cho }=260)=\frac{0}{6}=0 \\
& \operatorname{Re} x i a(X \mid \text { cho }=280)=\frac{0}{4}=0 \\
& \operatorname{Re} x i a(X \mid \text { cho }=350)=\frac{0}{4}=0
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(\text { cho })=\frac{0+0+0+0+0+0+0}{7}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { cho }=200)}{}=\{10\} \text { and } \overline{X(\text { cho }=200)}=\{5,9,10\}, \\
& \frac{X(\text { cho }=220)}{}=\{3\} \text { and } \overline{X(\text { cho }=220)}=\{3\}, \\
& \frac{X(\text { cho }=230)}{}=\{1,6\} \text { and } \overline{X(\text { cho }=230)}=\{1,6\}, \\
& \underline{X(\text { cho }=250)}=\{4\} \text { and } \overline{X(\text { cho }=250)}=\{4,5,9\}, \\
& \underline{X(\text { cho }=260)}=\{7\} \text { and } \overline{X(\text { cho }=260)}=\{7\}, \\
& \underline{X(\text { cho }=280)}=\{2\} \text { and } \overline{X(\text { cho }=280)}=\{2\},
\end{aligned}
$$

$$
X(\text { cho }=350)=\{8\} \text { and } \overline{X(\text { cho }=350)}=\{8\} .
$$

Roughness

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid \text { cho }=200)=\frac{1}{3}=0.3333, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=220)=\frac{1}{1}=1, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=230)=\frac{2}{2}=1, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=250)=\frac{1}{3}=0.3333, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=260)=\frac{1}{1}=1, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=280)=\frac{1}{1}=1, \\
& \operatorname{Roldpeak}(X \mid \text { cho }=350)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {oldpeak }}(\text { cho })=\frac{0.3333+1+1+0.3333+1+1+1}{7}=0.8095 .
$$

## f. Attribute $f b s$

For attribute $f b s$, it is clear that $|V(f b s)|=2$.
The roughness and the mean roughness on $f b s$ with respect to A, A =age, sex, cp,rbp, cho, fbs, thal,thalach, exia, oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\phi \text { and } \overline{X(f b s=1)}=\{1,2,3,6,7,8,9,10\}, \\
& \underline{X(f b s=2)}=\{4,5\} \text { and } \overline{X(f b s=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rage}(X \mid f b s=1)=\frac{0}{8}=0 \\
\operatorname{Rage}(X \mid f b s=2)=\frac{2}{10}=0.2
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {age }}(f b s)=\frac{0+0.2}{2}=0.1 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\phi \text { and } \overline{X(f b s=1)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(f b s=2)}=\{5,7,8\} \text { and } \overline{X(f b s=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rex}(X \mid f b s=1)=\frac{0}{7}=0 \\
\operatorname{Rsex}(X \mid f b s=2)=\frac{3}{10}=0.3
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(f b s)=\frac{0+0.3}{2}=0.15 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\{1\} \text { and } \overline{X(f b s=1)}=\{1,2,3,7,8,9,10\} \\
& \underline{X(f b s=2)}=\{4,5,6\} \text { and } \overline{X(f b s=2)}=\{2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rcp}(X \mid f b s=1)=\frac{1}{7}=0.1429 \\
& R c p(X \mid f b s=2)=\frac{3}{9}=0.3333
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(f b s)=\frac{0.1429+0.3333}{2}=0.2381 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& X(f b s=1)=\phi \text { and } \overline{X(f b s=1)}=\{1,7,10\}, \\
& \underline{X(f b s=2)}=\{2,3,4,5,6,8,9\} \text { and } \overline{X(f b s=2)}=\{1,2,3,4,5,6,7,8,9,10\}
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rrbp}(X \mid f b s=1)=\frac{0}{3}=0 \\
\operatorname{Rrbp}(X \mid f b s=2)=\frac{7}{10}=0.7
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(f b s)=\frac{0+0.7}{2}=0.35
$$

5) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& X(f b s=1)=\phi \text { and } \overline{X(f b s=1)}=\{1,5,6,10\}, \\
& \underline{X(f b s=2)}=\{2,3,4,7,8,9\} \text { and } \overline{X(f b s=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcho}(X \mid f b s=1)=\frac{0}{4}=0 \\
\operatorname{Rcho}(X \mid f b s=2)=\frac{6}{10}=0.6
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(f b s)=\frac{0+0.6}{2}=0.3 .
$$

6) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\{1\} \text { and } \overline{X(f b s=1)}=\{1,3,9,10\}, \\
& \underline{X(f b s=2)}=\{2,4,5,6,7,8\} \text { and } \overline{X(f b s=2)}=\{2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rthal}(X \mid f b s=1)=\frac{1}{4}=0.25 \\
\operatorname{Rthal}(X \mid f b s=2)=\frac{6}{9}=0.6667
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thal }}(f b s)=\frac{0.25+0.6667}{2}=0.4583
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\{1,10\} \text { and } \overline{X(f b s=1)}=\{1,10\}, \\
& \underline{X(f b s=2)}=\{2,3,4,5,6,7,8,9\} \text { and } \overline{X(f b s=2)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rthalach}(X \mid f b s=1)=\frac{2}{2}=1, \\
& \text { Rthalach }(X \mid f b s=2)=\frac{8}{8}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thalach }}(f b s)=\frac{1+1}{2}=1
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\phi \text { and } \overline{X(f b s=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(f b s=2)}=\phi \text { and } \overline{X(f b s=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid f b s=1)=\frac{0}{10}=0 \\
& \operatorname{Re} x i a(X \mid f b s=2)=\frac{0}{10}=0
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(f b s)=\frac{0+0}{2}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(f b s=1)}=\{1,10\} \text { and } \overline{X(f b s=1)}=\{1,10\}, \\
& \underline{X(f b s=2)}=\{2,3,4,5,6,7,8,9\} \text { and } \overline{X(f b s=2)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid f b s=1)=\frac{2}{2}=1, \\
& \operatorname{Roldpeak}(X \mid f b s=2)=\frac{8}{8}=1 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {oldpeak }}(f b s)=\frac{1+1}{2}=1 .
$$

## g. Attribute thal

For attribute thal , it is clear that $\mid V($ thal $) \mid=3$.
The roughness and the mean roughness on thal with respect to A, A = age, sex, cp,rbp, cho, fbs,thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thal }=3)}{}=\{4,5\} \text { and } \overline{X(\text { thal }=3)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { thal }=7)}=\phi \text { and } \overline{X(\text { thal }=7)}=\{1,2,3,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rage}(X \mid \text { thal }=3)=\frac{2}{10}=0.2 \\
& \operatorname{Rage}(X \mid \text { thal }=6)=\frac{0}{5}=0 \\
& \operatorname{Rage}(X \mid \text { thal }=7)=\frac{0}{8}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {age }}(\text { thal })=\frac{0.2+0+0}{3}=0.06667 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thal }=3)}=\{5,7,8\} \text { and } \overline{X(\text { thal }=3)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(\text { thal }=7)}=\phi \text { and } \overline{X(\text { thal }=7)}=\{1,2,3,4,6,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid \text { thal }=3)=\frac{3}{10}=0.3 \\
& \operatorname{Rsex}(X \mid \text { thal }=6)=\frac{0}{7}=0 \\
& \operatorname{Rsex}(X \mid \text { thal }=7)=\frac{0}{7}=0
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {sex }}(\text { thal })=\frac{0.3+0+0}{3}=0.1
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thal }=3)}{}=\{4,5,6\} \text { and } \overline{X(\text { thal }=3)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\{1\} \text { and } \overline{X(t h a l=6)}=\{1\}, \\
& \underline{X(\text { thal }=7)}=\phi \text { and } \overline{X(\text { thal }=7)}=\{2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcp}(X \mid \text { thal }=3)=\frac{3}{9}=0.3333, \\
\operatorname{Rcp}(X \mid \text { thal }=6)=\frac{1}{1}=1, \\
\operatorname{Rcp}(X \mid \text { thal }=7)=\frac{0}{6}=0 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { thal })=\frac{0.3333+1+0}{3}=0.4444 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thal }=3)}=\{2\} \text { and } \overline{X(\text { thal }=3)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,7,10\}, \\
& \underline{X(\text { thal }=7)}=\phi \text { and } \overline{X(\text { thal }=7)}=\{1,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid \text { thal }=3)=\frac{1}{10}=0.1 \\
& \operatorname{Rrbp}(X \mid \text { thal }=6)=\frac{0}{3}=0 \\
& \operatorname{Rrbp}(X \mid \text { thal }=7)=\frac{0}{9}=0
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(\text { thal })=\frac{0.1+0+0}{3}=0.03333 .
$$

5) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thal }=3)}=\{2,7,8\} \text { and } \overline{X(\text { thal }=3)}=\{1,2,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,6\}, \\
& \underline{X(\text { thal }=7)}=\{3\} \text { and } \overline{X(\text { thal }=7)}=\{3,4,5,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcho}(X \mid \text { thal }=3)=\frac{3}{9}=0.3333, \\
\operatorname{Rcho}(X \mid \text { thal }=6)=\frac{0}{2}=0 \\
\operatorname{Rcho}(X \mid \text { thal }=7)=\frac{1}{5}=0.2 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\text { thal })=\frac{0.3333+0+0.2}{3}=0.1778
$$

6) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thal }=3)}{}=\phi \text { and } \overline{X(\text { thal }=3)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { thal }=6)}{}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,10\}, \\
& X(\text { thal }=7)
\end{aligned}=\phi \text { and } \overline{X(\text { thal }=7)}=\{1,2,3,4,5,6,7,8,9,10\} . ~ l
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rfbs}(X \mid \text { thal }=3)=\frac{0}{8}=0, \\
& R f b s(X \mid t h a l=6)=\frac{0}{2}=0, \\
& \operatorname{Rfbs}(X \mid \text { thal }=7)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\text { thal })=\frac{0+0+0}{3}=0 .
$$

7) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thal }=3)}=\{2,4,5,6,7,8\} \text { and } \overline{X(\text { thal }=3)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,10\}, \\
& \underline{X(\text { thal }=7)}=\{3,9\} \text { and } \overline{X(\text { thal }=7)}=\{1,3,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid \text { thal }=3)=\frac{6}{6}=1, \\
& \text { Rthalach }(X \mid \text { thal }=6)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { thal }=7)=\frac{2}{4}=0.5 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thalach }}(\text { thal })=\frac{1+0+0.5}{3}=0.5 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thal }=3)}=\phi \text { and } \overline{X(\text { thal }=3)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { thal }=6)}=\phi \text { and } \overline{X(\text { thal }=6)}=\{1,4,5,6,7,9\}, \\
& \underline{X(\text { thal }=7)}=\phi \text { and } \overline{X(\text { thal }=7)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid \text { thal }=3)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid \text { thal }=6)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { thal }=7)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(\text { thal })=\frac{0+0+0}{3}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thal }=3)}{}=\{2,4,6,7,8\} \text { and } \overline{X(\text { thal }=3)}=\{2,4,5,6,7,8,9\}, \\
& \underline{X(\text { thal }=6)}=\{1\} \text { and } \overline{X(\text { thal }=6)}=\{1\}, \\
& \underline{X(\text { thal }=7)}=\{3,10\} \text { and } \overline{X(\text { thal }=7)}=\{3,5,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Roldpeak}(X \mid \text { thal }=3)=\frac{5}{7}=0.7143 \\
\operatorname{Roldpeak}(X \mid \text { thal }=6)=\frac{1}{1}=1 \\
\operatorname{Roldpeak}(X \mid \text { thal }=7)=\frac{2}{4}=0.5
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {oldpeak }}(\text { thal })=\frac{0.7143+1+0.5}{3}=0.7381 .
$$

h. Attribute thalach

For attribute thalach, it is clear that $\mid V($ thalach $) \mid=7$.
The roughness and the mean roughness on thalach with respect to A, A =age, sex, cp,rbp, cho, fbs,thal,thalach,exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { thalach }}=100)=\phi \text { and } \overline{X(\text { thalach }=100)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { thalach }=120)}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { thalach }=140)}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { thalach }=150)}=\phi \text { and } \overline{X(\text { thalach }=150)}=\{1,2,3,6,7,8,9,10\}, \\
& \underline{X(\text { thalach }=160)}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{1,2,3,6,7,8,9,10\}, \\
& \underline{X(\text { thalach }=170)}=\{5\} \text { and } \overline{X(\text { thalach }=170)}=\{5,6,8,10\} \text {, } \\
& \underline{X(\text { thalach }=180)}=\{4\} \text { and } \overline{X(\text { thalach }}=180)=\{4\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rage }(X \mid \text { thalach }=100)=\frac{0}{5}=0 \\
& \text { Rage }(X \mid \text { thalach }=120)=\frac{0}{5}=0 \\
& \text { Rage }(X \mid \text { thalach }=140)=\frac{0}{5}=0 \\
& \text { Rage }(X \mid \text { thalach }=150)=\frac{0}{8}=0 \\
& \text { Rage }(X \mid \text { thalach }=160)=\frac{0}{8}=0 \\
& \text { Rage }(X \mid \text { thalach }=170)=\frac{1}{4}=0.25
\end{aligned}
$$

$$
\operatorname{Rage}(X \mid \text { thalach }=180)=\frac{1}{1}=1 .
$$

Mean roughness

$$
\text { Rough }_{\text {age }}(\text { thalach })=\frac{0+0+0+0+0+0.25+1}{7}=0.1786 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\phi \text { and } \overline{X(\text { thalach }=100)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { thalach }=150)}{}=\phi \text { and } \overline{X(\text { thalach }=150)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { thalach }=160)}{}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{5,7,8\}, \\
& \frac{X(\text { thalach }=170)}{}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{1,2,3,4,5,6,7,8,9,10\} \\
& X(\text { thalach }=180)
\end{aligned}=\phi \text { and } \overline{X(\text { thalach }=180)}=\{1,2,3,4,6,9,10\} . \quad \$
$$

Roughness

$$
\begin{aligned}
& \text { Rsex }(X \mid \text { thalach }=100)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { thalach }=120)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { thalach }=140)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { thalach }=150)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { thalach }=160)=\frac{0}{3}=0, \\
& \text { Rsex }(X \mid \text { thalach }=170)=\frac{0}{10}=0, \\
& \text { Rsex }(X \mid \text { thalach }=180)=\frac{0}{7}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { thalach })=\frac{0+0+0+0+0+0+0}{7}=0 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\phi \text { and } \overline{X(\text { thalach }=100)}=\{2,3,7,8,9,10\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{2,3,7,8,9,10\}, \\
& \underline{X(\text { thalach }=140)}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{2,3,7,8,9,10\}, \\
& \frac{X(\text { thalach }=150)}{}=\{1\} \text { and } \overline{X(\text { thalach }=150)}=\{1,2,3,7,8,9,10\}, \\
& \frac{X(\text { thalach }=160)}{}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{2,3,7,8,9,10\}, \\
& \underline{X(\text { thalach }=170)}=\{5,6\} \text { and } \overline{X(\text { thalach }=170)}=\{5,6\}, \\
& X(\text { thalach }=180)
\end{aligned}=\{4\} \text { and } \overline{X(\text { thalach }=180)}=\{4\} ., ~ \$
$$

Roughness

$$
\begin{aligned}
& R c p(X \mid \text { thalach }=100)=\frac{0}{6}=0, \\
& R c p(X \mid \text { thalach }=120)=\frac{0}{6}=0, \\
& R c p(X \mid \text { thalach }=140)=\frac{0}{6}=0, \\
& R c p(X \mid \text { thalach }=150)=\frac{1}{7}=0.1429, \\
& R c p(X \mid \text { thalach }=160)=\frac{0}{6}=0, \\
& R c p(X \mid \text { thalach }=170)=\frac{2}{2}=1, \\
& R c p(X \mid \text { thalach }=180)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { thalach })=\frac{0+0+0+0.1429+0+1+1}{7}=0.3061 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\{2\} \text { and } \overline{X(\text { thalach }=100)}=\{2\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{3,6,8\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{4,5,9\}, \\
& \frac{X(\text { thalach }=150)}{X(\text { thalach }=160)}=\phi \text { and } \overline{X(\text { thalach }=150)}=\{1,7,10\}, \\
& \frac{X(\text { thalach }=170)}{X(\text { thalach }=160)}=\{1,3,6,7,8,10\}, \\
& X(\text { and } \overline{X(\text { thalach }=180)}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{3,4,5,6,8,9\}, \\
& \underline{X}=\{4,5,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid \text { thalach }=100)=\frac{1}{1}=1, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=120)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=140)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=150)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=160)=\frac{0}{6}=0, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=170)=\frac{0}{6}=0, \\
& \operatorname{Rrbp}(X \mid \text { thalach }=180)=\frac{0}{3}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{r b p}(\text { thalach })=\frac{1+0+0+0+0+0+0}{7}=0.1429 .
$$

5) With respect to cho

The lower and upper approximations are

$$
X(\text { thalach }=100)=\{2\} \text { and } \overline{X(\text { thalach }=100)}=\{2\},
$$

$$
\begin{aligned}
& \frac{X(\text { thalach }=120)}{X(\text { thalach }=140)}=\{3\} \text { and } \overline{X(\text { thalach }=120)}=\{3\}, \\
& \frac{X(\text { thalach }=150)}{\overline{X(\text { thalach }=140)}=\{4,9\},}=\phi \text { and } \overline{X(\text { thalach }=150)}=\{1,5,6,10\}, \\
& \frac{X(\text { thalach }=160)}{}=\{7,8\} \text { and } \overline{X(\text { thalach }=160)}=\{7,8\}, \\
& \underline{X(\text { thalach }=170)}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{1,5,6,10\}, \\
& \underline{X(\text { thalach }=180)}=\phi \text { and } \overline{X(\text { thalach }=180)}=\{4,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rcho }(X \mid \text { thalach }=100)=\frac{1}{1}=1, \\
& \text { Rcho }(X \mid \text { thalach }=120)=\frac{1}{1}=1, \\
& \text { Rcho }(X \mid \text { thalach }=140)=\frac{0}{2}=0, \\
& \text { Rcho }(X \mid \text { thalach }=150)=\frac{0}{4}=0, \\
& \text { Rcho }(X \mid \text { thalach }=160)=\frac{2}{2}=1, \\
& \text { Rcho }(X \mid \text { thalach }=170)=\frac{0}{4}=0, \\
& \text { Rcho }(X \mid \text { thalach }=180)=\frac{0}{2}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\text { thalach })=\frac{1+1+0+0+1+0+0}{7}=0.4286 .
$$

6) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\phi \text { and } \overline{X(\text { thalach }=100)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(\text { thalach }=150)}=\{1,10\} \text { and } \overline{X(\text { thalach }=150)}=\{1,10\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(\text { thalach }=160)}{}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { thalach }=170)}{}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(\text { thalach }=180)}=\phi \text { and } \overline{X(\text { thalach }=180)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { thalach }=100)=\frac{0}{2}=0, \\
& R f b s(X \mid \text { thalach }=120)=\frac{0}{2}=0, \\
& R f b s(X \mid \text { thalach }=140)=\frac{0}{2}=0, \\
& R f b s(X \mid \text { thalach }=150)=\frac{2}{2}=1, \\
& R f b s(X \mid \text { thalach }=160)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { thalach }=170)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { thalach }=180)=\frac{0}{8}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\text { thalach })=\frac{0+0+0+1+0+0+0}{7}=0.1429 .
$$

7) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\phi \text { and } \overline{X(\text { thalach }=100)}=\{2,4,5,6,7,8\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{3,9,10\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{3,9,10\}, \\
& \frac{X(\text { thalach }=150)}{X(\text { thalach }=160)}=\{1\} \text { and } \overline{X(\text { thalach }=150)}=\{1,3,9,10\}, \\
& \underline{X(\text { thalach }=170)}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { thalach }=180)}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{2,4,5,6,7,8\}, \\
& \underline{x}=180)=\{2,4,5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthal }(X \mid \text { thalach }=100)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { thalach }=120)=\frac{0}{3}=0, \\
& \text { Rthal }(X \mid \text { thalach }=140)=\frac{0}{3}=0, \\
& \text { Rthal }(X \mid \text { thalach }=150)=\frac{1}{4}=0.25, \\
& \text { Rthal }(X \mid \text { thalach }=160)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { thalach }=170)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { thalach }=180)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thal }}(\text { thalach })=\frac{0+0+0+0.25+0+0+0}{7}=0.03571 .
$$

8) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\phi \text { and } \overline{X(\text { thalach }=100)}=\{2,3,8,10\}, \\
& \frac{X(\text { thalach }=120)}{}=\phi \text { and } \overline{X(\text { thalach }=120)}=\{2,3,8,10\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{1,4,5,6,7,9\}, \\
& \frac{X(\text { thalach }=150)}{}=\phi \text { and } \overline{X(\text { thalach }=150)}=\{1,2,3,4,5,6,7,8,9,10\} \\
& \frac{X(\text { thalach }=160)}{}=\phi \text { and } \overline{X(\text { thalach }=160)}=\{1,2,3,4,5,6,7,8,9,10\} \\
& \frac{X(\text { thalach }=170)}{}=\phi \text { and } \overline{X(\text { thalach }=170)}=\{1,4,5,6,7,9\}, \\
& X(\text { thalach }=180)
\end{aligned}=\phi \text { and } \overline{X(\text { thalach }=180)}=\{1,4,5,6,7,9\} ., ~ \$
$$

Roughness

$$
\operatorname{Re} x i a(X \mid \text { thalach }=100)=\frac{0}{4}=0,
$$

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid \text { thalach }=120)=\frac{0}{4}=0, \\
& \operatorname{Re} x i a(X \mid \text { thalach }=140)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { thalach }=150)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid \text { thalach }=160)=\frac{0}{10}=0, \\
& \operatorname{Re} x i a(X \mid \text { thalach }=170)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { thalach }=180)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(\text { thalach })=\frac{0+0+0+0+0+0+0}{7}=0 .
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { thalach }=100)}{}=\{2\} \text { and } \overline{X(\text { thalach }=100)}=\{2\}, \\
& \frac{X(\text { thalach }=120)}{}=\{3\} \text { and } \overline{X(\text { thalach }=120)}=\{3\}, \\
& \frac{X(\text { thalach }=140)}{}=\phi \text { and } \overline{X(\text { thalach }=140)}=\{5,9\}, \\
& \frac{X(\text { thalach }=150)}{}=\{1,10\} \text { and } \overline{X(\text { thalach }=150)}=\{1,10\}, \\
& \frac{X(\text { thalach }=160)}{}=\{7,8\} \text { and } \overline{X(\text { thalach }=160)}=\{7,8\}, \\
& \underline{X(\text { thalach }=170)}=\{6\} \text { and } \overline{X(\text { thalach }=170)}=\{5,6,9\}, \\
& \underline{X(\text { thalach }=180)}=\{4\} \text { and } \overline{X(\text { thalach }=180)}=\{4\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid \text { thalach }=100)=\frac{1}{1}=1, \\
& \operatorname{Roldpeak}(X \mid \text { thalach }=120)=\frac{1}{1}=1, \\
& \operatorname{Roldpeak}(X \mid \text { thalach }=140)=\frac{0}{2}=0,
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{Roldpeak}(X \mid \text { thalach }=150)=\frac{2}{2}=1, \\
\operatorname{Roldpeak}(X \mid \text { thalach }=160)=\frac{2}{2}=1, \\
\operatorname{Roldpeak}(X \mid \text { thalach }=170)=\frac{1}{3}=0.3333, \\
\operatorname{Roldpeak}(X \mid \text { thalach }=180)=\frac{1}{1}=1 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {oldpeak }}(\text { thalach })=\frac{1+1+0+1+1+0.3333+1}{7}=0.7619
$$

i. Attribute exia

For attribute exia, it is clear that $\mid V($ exia $) \mid=2$.
The roughness and the mean roughness on exia with respect to A, A =age, sex, cp,rbp, cho, fbs,thal,thalach, exia,oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\phi \text { and } \overline{X(\text { exia }=1)}=\{1,2,3,6,7,8,9,10\}, \\
& \underline{X(\text { exia }=2)}=\{4,5\} \text { and } \overline{X(\text { exia }=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rage}(X \mid \text { exia }=1)=\frac{0}{8}=0, \\
\operatorname{Rage}(X \mid \text { exia }=2)=\frac{2}{10}=0.2 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {age }}(\text { exia })=\frac{0+0.2}{2}=0.1
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(e x i a=1)}=\phi \text { and } \overline{X(\text { exia }=1)}=\{1,2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(e x i a=2)}=\phi \text { and } \overline{X(\text { exia }=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rsex}(X \mid \text { exia }=1)=\frac{0}{10}=0, \\
& \operatorname{Rsex}(X \mid \text { exia }=2)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { exia })=\frac{0+0}{2}=0 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\phi \text { and } \overline{X(\text { exia }=1)}=\{2,3,7,8,9,10\}, \\
& \underline{X(\text { exia }=2)}=\{1,4,5,6\} \text { and } \overline{X(\text { exia }=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
R c p(X \mid e x i a=1)=\frac{0}{6}=0, \\
R c p(X \mid e x i a=2)=\frac{4}{10}=0.4 .
\end{gathered}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { exia })=\frac{0+0.4}{2}=0.2 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\{2\} \text { and } \overline{X(\text { exia }=1)}=\{1,2,3,6,7,8,10\}, \\
& \underline{X(\text { exia }=2)}=\{4,5,9\} \text { and } \overline{X(\text { exia }=2)}=\{1,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid \text { exia }=1)=\frac{1}{7}=0.1429, \\
& \operatorname{Rrbp}(X \mid \text { exia }=2)=\frac{3}{9}=0.3333 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {rbp }}(\text { exia })=\frac{0.1429+0.3333}{2}=0.2381 .
$$

5) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\{2,3,8\} \text { and } \overline{X(\text { exia }=1)}=\{2,3,5,8,10\}, \\
& \underline{X(\text { exia }=2)}=\{1,4,6,7,9\} \text { and } \overline{X(\text { exia }=2)}=\{1,4,5,6,7,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rcho}(X \mid \text { exia }=1)=\frac{3}{5}=0.6 \\
\operatorname{Rcho}(X \mid \text { exia }=2)=\frac{5}{7}=0.7143 .
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\text { exia })=\frac{0.6+0.7143}{2}=0.6571
$$

6) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\phi \text { and } \overline{X(\text { exia }=1)}=\{1,2,3,4,5,6,7,8,9,10\} \\
& \underline{X(\text { exia }=2)}=\phi \text { and } \overline{X(\text { exia }=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rfbs}(X \mid \text { exia }=1)=\frac{0}{10}=0, \\
& \operatorname{Rfbs}(X \mid \text { exia }=2)=\frac{0}{10}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {fbs }}(\text { exia })=\frac{0+0}{2}=0 .
$$

7) With respect to thal

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\phi \text { and } \overline{X(\text { exia }=1)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { exia }=2)}=\{1\} \text { and } \overline{X(\text { exia }=2)}=\{1,2,3,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rthal}(X \mid \text { exia }=1)=\frac{0}{9}=0 \\
\operatorname{Rthal}(X \mid \text { exia }=2)=\frac{1}{10}=0.1
\end{gathered}
$$

Mean roughness

$$
\text { Rough }_{\text {thal }}(\text { exia })=\frac{0+0.1}{2}=0.05
$$

8) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\{2,3\} \text { and } \overline{X(\text { exia }=1)}=\{1,2,3,7,8,10\}, \\
& \underline{X(e x i a=2)}=\{4,5,6,9\} \text { and } \overline{X(\text { exia }=2)}=\{1,4,5,6,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid \text { exia }=1)=\frac{2}{6}=0.3333 \\
& \text { Rthalach }(X \mid \text { exia }=2)=\frac{4}{8}=0.5
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {thalach }}(\text { exia })=\frac{0.3333+0.5}{2}=0.4167
$$

9) With respect to oldpeak

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { exia }=1)}=\{2,3,8,10\} \text { and } \overline{X(\text { exia }=1)}=\{2,3,8,10\}, \\
& \underline{X(\text { exia }=2)}=\{1,4,5,6,7,9\} \text { and } \overline{X(\text { exia }=2)}=\{1,4,5,6,7,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Roldpeak}(X \mid \text { exia }=1)=\frac{4}{4}=1, \\
& \operatorname{Roldpeak}(X \mid \text { exia }=2)=\frac{6}{6}=1 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {olppeak }}(\text { exia })=\frac{1+1}{2}=1
$$

## j. Attribute oldpeak

For attribute oldpeak, it is clear that $\mid V($ oldpeak $)=9$.
The roughness and the mean roughness on oldpeak with respect to A, $A=$ age, sex, $c p, r b p$, cho, $f b s$, thal, thalach, exia, oldpeak is calculated as the following.

1) With respect to age

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{6,8,10\}, \\
& \frac{X(\text { oldpeak }=1.4)}{X(\text { oldpeak }=0.8)}=\{5\} \text { and } \overline{X(\text { oldpeak }=1.4)}=\{1,2,3,5,7,9\}, \\
& \frac{X(\text { oldpeak }=1.5)}{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=1.5)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { oldpeak }=2.6)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { oldpeak }=2.6)}=\{1,2,3,7,9\}, \\
& \underline{X(\text { oldpeak }=3.1)}=\phi \text { and } \overline{X(\text { oldpeak }=3.1)}=\{6,8,10\}, \\
& \underline{X(\text { oldpeak }=3.5)}=\{4\} \text { and } \overline{X(\text { oldpeak }=3.5)}=\{4\}, \\
& X(\text { oldpeak }=3.6)=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{1,2,3,7,9\} .
\end{aligned}
$$

Roughness

$$
\begin{gathered}
\operatorname{Rage}(X \mid \text { oldpeak }=0.6)=\frac{0}{3}=0, \\
\operatorname{Rage}(X \mid \text { oldpeak }=0.8)=\frac{0}{3}=0, \\
\text { Rage }(X \mid \text { oldpeak }=1.4)=\frac{1}{6}=01667, \\
\operatorname{Rage}(X \mid \text { oldpeak }=1.5)=\frac{0}{5}=0,
\end{gathered}
$$

$$
\begin{aligned}
& \operatorname{Rage}(X \mid \text { oldpeak }=2.3)=\frac{0}{5}=0, \\
& \text { Rage }(X \mid \text { oldpeak }=2.6)=\frac{0}{5}=0, \\
& \text { Rage }(X \mid \text { oldpeak }=3.1)=\frac{0}{3}=0, \\
& \text { Rage }(X \mid \text { oldpeak }=3.5)=\frac{1}{1}=1, \\
& \operatorname{Rage}(X \mid \text { oldpeak }=3.6)=\frac{0}{5}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {age }}(\text { oldpeak })=\frac{0+0+0.1667+0+0+0+0+1+0}{9}=0.1296 .
$$

2) With respect to sex

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{5,7,8\}, \\
& \frac{X(\text { oldpeak }=0.8)}{X(\text { oldpeak }=1.4)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(\text { oldpeak }=1.5)}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{1,2,3,4,5,6,7,8,9,10\} \\
& \frac{X(\text { oldpeak }=1.5)}{}=\{1,2,3,4,6,9,10\}, \\
& \underline{X(\text { oldpeak }=2.6)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { oldpeak }=3.1)}{}=\phi \text { and } \overline{X(\text { oldpeak }=2.6)}=\{1,2,3,4,6,9,10\}, \\
& \frac{X(\text { oldpeak }=3.5)}{X(\text { oldpeak }=3.1)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{1,2,3,4,6,3,4,10\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{5,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rsex }(X \mid \text { oldpeak }=0.6)=\frac{0}{3}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=0.8)=\frac{0}{7}=0,
\end{aligned}
$$

$$
\begin{aligned}
& \text { Rsex }(X \mid \text { oldpeak }=1.4)=\frac{0}{10}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=1.5)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=2.3)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=2.6)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=3.1)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=3.5)=\frac{0}{7}=0, \\
& \text { Rsex }(X \mid \text { oldpeak }=3.6)=\frac{0}{3}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {sex }}(\text { oldpeak })=\frac{0+0+0+0+0+0+0+0+0}{9}=0 .
$$

3) With respect to $c p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{2,3,7,8,9,10\}, \\
& \frac{X(\text { oldpeak }=0.8)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{5,6\}, \\
& \frac{X(\text { oldpeak }=1.4)}{}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{2,3,5,6,7,8,9,10\}, \\
& \frac{X(\text { oldpeak }=1.5)}{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2,3,7,8,9,10\}, \\
& \frac{X(\text { oldpeak }=2.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1\}, \\
& \frac{X(\text { oldpeak }=3.1)}{X(\text { oldpeak }=2.6)}=\{2,3,7,8,9,10\}, \\
& \frac{X(\text { oldpeak }=3.5)}{X(\text { oldpeak }=3.1)}=\{2,3,7,8,9,10\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{4\}, \\
& \overline{X(\text { oldpeak }=3.6)}=\{2,3,7,8,9,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R c p(X \mid \text { oldpeak }=0.6)=\frac{0}{6}=0, \\
& R c p(X \mid \text { oldpeak }=0.8)=\frac{0}{2}=0, \\
& \text { Rcp }(X \mid \text { oldpeak }=1.4)=\frac{0}{8}=0, \\
& R c p(X \mid \text { oldpeak }=1.5)=\frac{0}{6}=0, \\
& R c p(X \mid \text { oldpeak }=2.3)=\frac{1}{1}=1, \\
& R c p(X \mid \text { oldpeak }=2.6)=\frac{0}{6}=0, \\
& R c p(X \mid \text { oldpeak }=3.1)=\frac{0}{6}=0, \\
& R c p(X \mid \text { oldpeak }=3.5)=\frac{1}{1}=1, \\
& R c p(X \mid \text { oldpeak }=3.6)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{c p}(\text { oldpeak })=\frac{0+0+0+0+1+0+0+1+0}{9}=0.2222 .
$$

4) With respect to $r b p$

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{3,6,8\}, \\
& \underline{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{3,6,8\}, \\
& \underline{X(\text { oldpeak }=1.4)}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{4,5,9\}, \\
& \underline{X(\text { oldpeak }=1.5)}=\{2\} \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2\}, \\
& \underline{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,7,10\}, \\
& \underline{X(\text { oldpeak }=2.6)}=\phi \text { and } \overline{X(\text { oldpeak }=2.6)}=\{3,6,8\}, \\
& X(\text { oldpeak }=3.1)
\end{aligned}=\phi \text { and } \overline{X(\text { oldpeak }=3.1)}=\{1,7,10\}, ~ \$
$$

$$
\begin{aligned}
& \underline{X(\text { oldpeak }=3.5)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{4,5,9\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{1,7,10\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \operatorname{Rrbp}(X \mid \text { oldpeak }=0.6)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=0.8)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=1.4)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=1.5)=\frac{1}{1}=1, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=2.3)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=2.6)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=3.1)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=3.5)=\frac{0}{3}=0, \\
& \operatorname{Rrbp}(X \mid \text { oldpeak }=3.6)=\frac{0}{3}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {rbp }}(\text { oldpeak })=\frac{0+0+0+1+0+0+0+0+0}{9}=0.1111 .
$$

5) With respect to cho

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\{8\} \text { and } \overline{X(\text { oldpeak }=0.6)}=\{8\}, \\
& \underline{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{1,6\}, \\
& \underline{X(\text { oldpeak }=1.4)}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{4,5,9,10\}, \\
& \underline{X(\text { oldpeak }=1.5)}=\{2\} \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2\}, \\
& \underline{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,6\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=2.6)}{X(\text { oldpeak }=3.1)}=\{3\} \text { and } \overline{X(\text { oldpeak }=2.6)}=\{3\}, \\
& \underline{X(\text { oldpeak }=3.1)}=\{5,10\}, \\
& \underline{X(\text { oldpeak }=3.5)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{4,9\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\{7\} \text { and } \overline{X(\text { oldpeak }=3.6)}=\{7\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rcho }(X \mid \text { oldpeak }=0.6)=\frac{1}{1}=1, \\
& \text { Rcho }(X \mid \text { oldpeak }=0.8)=\frac{0}{2}=0, \\
& \text { Rcho }(X \mid \text { oldpeak }=1.4)=\frac{0}{4}=0, \\
& \text { Rcho }(X \mid \text { oldpeak }=1.5)=\frac{1}{1}=1, \\
& \text { Rcho }(X \mid \text { oldpeak }=2.3)=\frac{0}{2}=0, \\
& \text { Rcho }(X \mid \text { oldpeak }=2.6)=\frac{1}{1}=1, \\
& \text { Rcho }(X \mid \text { oldpeak }=3.1)=\frac{0}{2}=0, \\
& \text { Rcho }(X \mid \text { oldpeak }=3.5)=\frac{0}{2}=0, \\
& \text { Rcho }(X \mid \text { oldpeak }=3.6)=\frac{1}{1}=1 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {cho }}(\text { oldpeak })=\frac{1+0+0+1+0+1+0+0+1}{9}=0.4444 .
$$

6) With respect to $f b s$

The lower and upper approximations are

$$
\begin{aligned}
& \underline{X(\text { oldpeak }=0.6)}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{2,3,4,5,6,7,8,9\}, \\
& X(\text { oldpeak }=1.4)=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{2,3,4,5,6,7,8,9\},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=1.5)}{}=\phi \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { oldpeak }=2.3)}{}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,10\}, \\
& \frac{X(\text { oldpeak }=2.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=2.6)}=\{2,3,4,5,6,7,8,9\}, \\
& \frac{X(\text { oldpeak }=3.1)}{}=\phi \text { and } \overline{X(\text { oldpeak }=3.1)}=\{1,10\}, \\
& \underline{X(\text { oldpeak }=3.5)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{2,3,4,5,6,7,8,9\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{2,3,4,5,6,7,8,9\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& R f b s(X \mid \text { oldpeak }=0.6)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=0.8)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=1.4)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=1.5)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=2.3)=\frac{0}{2}=0, \\
& R f b s(X \mid \text { oldpeak }=2.6)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=3.1)=\frac{0}{2}=0, \\
& R f b s(X \mid \text { oldpeak }=3.5)=\frac{0}{8}=0, \\
& R f b s(X \mid \text { oldpeak }=3.6)=\frac{0}{8}=0 .
\end{aligned}
$$

Mean roughness

$$
\operatorname{Rough}_{\text {fbs }}(\text { oldpeak })=\frac{0+0+0+0+0+0+0+0+0}{9}=0 .
$$

7) With respect to thal

The lower and upper approximations are

$$
X(\text { oldpeak }=0.6)=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{2,4,5,6,7,8\},
$$

$$
\begin{aligned}
& \underline{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { oldpeak }=1.4)}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{2,3,4,5,6,7,8,9,10\}, \\
& \underline{X(\text { oldpeak }=1.5)}=\phi \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2,4,5,6,7,8\}, \\
& \frac{X(\text { oldpeak }=2.3)}{X(\text { oldpeak }=2.6)}=\{1\} \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1\}, \\
& \underline{X(\text { oldpeak }=3.1)}=\phi \text { and } \overline{X(\text { oldpeak }=2.6)}=\{3,9,10\}, \\
& \underline{X(\text { oldpeak }=3.1)}=\{3,9,10\}, \\
& \underline{X(\text { oldpeak }=3.5)}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{2,4,5,6,7,8\}, \\
& \underline{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{2,4,5,6,7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthal }(X \mid \text { oldpeak }=0.6)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=0.8)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=1.4)=\frac{0}{9}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=1.5)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=2.3)=\frac{1}{1}=1, \\
& \text { Rthal }(X \mid \text { oldpeak }=2.6)=\frac{0}{3}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=3.1)=\frac{0}{3}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=3.5)=\frac{0}{6}=0, \\
& \text { Rthal }(X \mid \text { oldpeak }=3.6)=\frac{0}{6}=0 .
\end{aligned}
$$

Mean roughness

$$
\text { Rough }_{\text {thal }}(\text { oldpeak })=\frac{0+0+0+0+1+0+0+0+0}{9}=0.1111
$$

8) With respect to thalach

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{7,8\}, \\
& \frac{X(\text { oldpeak }=0.8)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{7,8\}, \\
& \underline{X(\text { oldpeak }=1.4)}=\{9\} \text { and } \overline{X(\text { oldpeak }=1.4)}=\{5,6,9\}, \\
& \frac{X(\text { oldpeak }=1.5)}{}=\{2\} \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2\}, \\
& \underline{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,10\}, \\
& \frac{X(\text { oldpeak }=2.6)}{X(\text { oldpeak }=3.1)}=\{3\} \text { and } \overline{X(\text { oldpeak }=2.6)}=\{3\}, \\
& \frac{X(\text { oldpeak }=3.5)}{X(\text { oldpeak }=3.1)}=\{4\} \text { and } \overline{X(\text { oldpeak }=3.5)}=\{4\}, \\
& \frac{X(\text { oldpeak }=3.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=3.6)}=\{7,8\} .
\end{aligned}
$$

Roughness

$$
\begin{aligned}
& \text { Rthalach }(X \mid \text { oldpeak }=0.6)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { oldpeak }=0.8)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { oldpeak }=1.4)=\frac{1}{3}=0.3333, \\
& \text { Rthalach }(X \mid \text { oldpeak }=1.5)=\frac{1}{1}=1, \\
& \text { Rthalach }(X \mid \text { oldpeak }=2.3)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { oldpeak }=2.6)=\frac{1}{1}=1, \\
& \text { Rthalach }(X \mid \text { oldpeak }=3.1)=\frac{0}{2}=0, \\
& \text { Rthalach }(X \mid \text { oldpeak }=3.5)=\frac{1}{1}=1, \\
& \text { Rthalach }(X \mid \text { oldpeak }=3.6)=\frac{0}{2}=0 .
\end{aligned}
$$

Mean roughness
$\operatorname{Rough}_{\text {thalach }}($ oldpeak $)=\frac{0+0+0.3333+1+0+1+0+1+0}{9}=0.3704$.
9) With respect to exia

The lower and upper approximations are

$$
\begin{aligned}
& \frac{X(\text { oldpeak }=0.6)}{}=\phi \text { and } \overline{X(\text { oldpeak }=0.6)}=\{2,3,8,10\}, \\
& \underline{X(\text { oldpeak }=0.8)}=\phi \text { and } \overline{X(\text { oldpeak }=0.8)}=\{1,4,5,6,7,9\}, \\
& \underline{X(\text { oldpeak }=1.4)}=\phi \text { and } \overline{X(\text { oldpeak }=1.4)}=\{1,4,5,6,7,9\}, \\
& \frac{X(\text { oldpeak }=1.5)}{X(\text { oldpeak }=2.3)}=\phi \text { and } \overline{X(\text { oldpeak }=1.5)}=\{2,3,8,10\}, \\
& \underline{X(\text { oldpeak }=2.6)}=\phi \text { and } \overline{X(\text { oldpeak }=2.3)}=\{1,4,5,6,7,9\}, \\
& \frac{X(\text { oldpeak }=2.6)}{}=\{2,3,8,10\}, \\
& \frac{X(\text { oldpeak }=3.5)}{X(\text { oldpeak }=3.6)}=\phi \text { and } \overline{X(\text { oldpeak }=3.1)}=\{2,3,8,10\}, \\
& \underline{X}=\phi \text { and } \overline{X(\text { oldpeak }=3.5)}=\{1,4,5,6,7,9\}, \\
& \hline \text { oldpeak }=3.6)
\end{aligned}=\{1,4,5,6,7,9\} . .
$$

Roughness

$$
\begin{aligned}
& \operatorname{Re} x i a(X \mid \text { oldpeak }=0.6)=\frac{0}{4}=0, \\
& \text { Re } x i a(X \mid \text { oldpeak }=0.8)=\frac{0}{6}=0, \\
& \text { Re } x i a(X \mid \text { oldpeak }=1.4)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { oldpeak }=1.5)=\frac{0}{4}=0, \\
& \text { Re } x i a(X \mid \text { oldpeak }=2.3)=\frac{0}{6}=0, \\
& \operatorname{Re} x i a(X \mid \text { oldpeak }=2.6)=\frac{0}{4}=0, \\
& \operatorname{Re} x i a(X \mid \text { oldpeak }=3.1)=\frac{0}{4}=0, \\
& \operatorname{Re} x i a(X \mid \text { oldpeak }=3.5)=\frac{0}{6}=0,
\end{aligned}
$$

$$
\operatorname{Re} x i a(X \mid \text { oldpeak }=3.6)=\frac{0}{6}=0
$$

Mean roughness

$$
\operatorname{Rough}_{\text {exia }}(\text { oldpeak })=\frac{0+0+0+0+0+0+0+0+0}{9}=0 .
$$

## Calculation of Max Roughness on Each Attribute

Table 3.5: Calculation of the Max Roughness on each attribute

| Attribute | Mean Roughness |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| age | sex | cp | rbp | cho | fbs | thal | thalach | exia | oldpeak | 0.6667 |
|  | 0 | 0.2857 | 0.025 | 0.1571 | 0 | 0.025 | 0.3571 | 0 | 0.6667 |  |
| sex | age | cp | rbp | cho | fbs | thal | thalach | exia | oldpeak | 0.625 |
|  | 0.1111 | 0.1 | 0.05 | 0.625 | 0.1 | 0.2 | 0.625 | 0 | 0.625 |  |
| cp | age | sex | rbp | cho | $f b s$ | thal | thalach | exia | oldpeak | 0.7619 |
|  | 0.3125 | 0 | 0.025 | 0.125 | 0 | 0.3333 | 0.6786 | 0.1 | 0.7619 |  |
| $r b p$ | age | sex | cp | cho | fbs | thal | thalach | exia | oldpeak | $\begin{gathered} \mathrm{I}=\mathbf{1} \\ \mathrm{II}=0.55 \end{gathered}$ |
|  | 0.07143 | 0 | 0.0635 | 0.55 | 0.05 | 0.025 | 0.55 | 0 | 1 |  |
| cho | age | sex | $c p$ | rbp | $f b s$ | thal | thalach | exia | oldpeak | 0.8095 |
|  | 0.05953 | 0 | 0.06803 | 0.1429 | 0 | 0.02041 | 0.4286 | 0 | 0.8095 |  |
| $f b s$ | age | sex | cp | rbp | cho | thal | thalach | exia | oldpeak | $\begin{aligned} & \mathrm{I}=1 \\ & \mathrm{II}=1 \end{aligned}$ |
|  | 0.1 | 0.15 | 0.2381 | 0.35 | 0.3 | 0.4583 | 1 | 0 | 1 |  |
| thal | age | sex | cp | rbp | cho | fbs | thalach | exia | oldpeak | 0.7381 |
|  | 0.06667 | 0.1 | 0.4444 | 0.03333 | 0.1778 | 0 | 0.5 | 0 | 0.7381 |  |
| thalach | age | sex | cp | rbp | cho | fbs | thal | exia | oldpeak | 0.7619 |
|  | 0.1786 | 0 | 0.3061 | 0.1429 | 0.4286 | 0.1429 | 0.03571 | 0 | 0.7619 |  |
| exia | age | sex | cp | $r b p$ | cho | $f b s$ | thal | thalach | oldpeak | $\mathrm{I}=1$ |


|  | 0.1 | 0 | 0.2 | 0.2381 | 0.6571 | 0 | 0.05 | 0.4167 | 1 | II=0.6571 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| oldpeak | age | sex | $c p$ | rbp | cho | fbs | thal | thalach | exia | 0.4444 |
|  | 0.1296 | 0 | 0.2222 | 0.1111 | 0.4444 | 0 | 0.1111 | 0.3704 | 0 |  |

### 3.3 OBJECT SPLITTING MODEL

From Table 3.5, we can calculate the Max-Max Roughness of all attributes

Table 3.6: Max-Max Roughness

|  | Max Roughness |  |  |  |  |  |  |  |  |  | Max-Max <br> Roughness <br> 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Attribute | age | sex | cp | rbp | cho | fbs | thal | thalach | exia | oldpeak |  |
|  | 0.6667 | 0.625 | 0.7619 | $\begin{gathered} \mathrm{I}=\mathbf{1} \\ \mathrm{II}=\mathbf{0 . 5 5} \end{gathered}$ | 0.8095 | $\begin{aligned} & \mathrm{I}=1 \\ & \mathrm{II}=1 \end{aligned}$ | 0.7381 | 0.7619 | $\begin{gathered} \mathrm{I}=1 \\ \mathrm{II}=0.6571 \end{gathered}$ | 0.4444 |  |

### 3.3.1 A Clustering Attribute with Max-Max Roughness is Found

Table 5 shows the calculation and illustrates that the attribute $r b p$ and $f b s$ have the same Max Roughness. It is recommended to look at the next highest Max Roughness inside the attributes that are tied and so on until the tie is broken. In the Table 5, the second Max Roughness corresponding to attribute $f b s$ is higher than that of $r b p$. Therefore, attribute $f b s$ is selected as a clustering attribute and binary splitting is conducted.

### 3.3.2 A Splitting Point Attribute $f b s$ is Determined

The splitting set should include the attribute value which has maximum roughness. Taking a look at Table 3.4:
$X(f b s=2)$ has overall maximum roughness with respect to A, $(A=s e x, \cdots$, oldpeak $)$ comparing to $X(f b s=1)$. Thus, splitting on $X(f b s=2)$ versus $X(f b s=1)$ is chosen. The partition at this stage can be represented as a tree and is shown in figure 3.3.


Figure 3.3: Splitting attributes

### 3.4 CLUSTER PURITY

Cluster purity is defined as the percentage of the dominant class label in each cluster [34]. Therefore, it can be said that, the higher the number of dominant class label in each cluster, the higher the level of the cluster's purity. Cluster purity is used as the determination of the accuracy or quality of the clusters made. However, clustering which is an unsupervised learning process does not deal with labeled or predefined dataset. Therefore, assumptions are made where all the samples are predicted to be members of the actual dominant class for that cluster [35].

Mathematically, cluster purity is defined as follows [36]:

$$
\begin{aligned}
& \text { Purity }(i)=\frac{\text { the number of data occuring in both }(i) \text { th cluster under given threshold }}{\text { the number of data in the data set }} \\
& \text { Overall Purity }=\frac{\sum_{i=1}^{n} \text { Purity(i) }}{n}
\end{aligned}
$$

Where $n$ is the total number of cluster. Generally, the larger the purity value is, the better the clustering is.

## CHAPTER 4

## RESULT AND DISCUSSION

This chapter briefly elaborates on the expected results and the discussion of this project. The fourth chapter consists of two sections where the first parts explain the implementation and the second part explain about the dataset used in order to achieve the result. Then the expected result will be discussed further in this chapter.

### 4.1 IMPLEMENTATION

The data clustering technique of Maximum-maximum Roughness of Rough Set will be implemented using the programming tool of Visual Basic (VB). The system will firstly ask the user to browse for the dataset with .xls file-formatted to be used in the data clustering program. Then, the system will show the table of dataset
that the user has input in the browser box. The system first can calculate the lower and upper class approximations based on the attributes selected by the user. After that, the system can calculate the mean roughness as well as the maximum roughness of attributes. The way the calculation for the maximum roughness work is by analyzing the inserted data set. Then, each of the attribute in the data set will be considered as a candidate attribute to partition. After that, the system will determine the mean roughness of attribute-value pairs followed by determining the highest maximum roughness of attribute $a_{i}$ on attribute $a_{j}$ where $I$ is not equal to $j$. Finally, based on the result of the maximum roughness for each attribute, the system will select a clustering attribute.

### 4.2 DATASET

Firstly, use the small datasets of heart disease patient with the criteria or attributes. The data set contains 10 attributes. The attributes are: age, sex, cp rbp, cho, fbs, thal, thalach, exia and oldpeak. Secondly, is a real dataset of heart disease patient with the attributes taken on "Internet". The dataset consists of few patients with the attributes with several attributes used to determine the decision. From the proposed system of Data Clustering using Maximum-Maximum Roughness, it is expected that the system can select the best attributes that can be used to cluster the data based on its attributes, by making a fast and accurate calculation of each of the attributes degree so that the maximum dependency of the attributes can be determined. The result is important as it is the based on which attribute that is the most suitable to be selected to cluster the data. If the calculations are accurate, the best kind of clustering can be accomplished by using the most suitable attribute. By having this system, it is also expected that user can easily cluster a data using the maximum roughness technique easily. The calculation work will be faster as the system will do it for the user especially with large datasets. Since this system will make desicion based on the data inserted by the user, there are certain cases that cannot be solved by this system. This system is not perfected yet as the method of

Data Clustering using Maximum-Maximum Roughness might require some improvement later.

### 4.3 INTERFACES

The interface will shown when the users start running the software. It is the first interface of the software. The first interface consist one part for viewing the table of datasets and two tabs which is for viewing calculation part and result part respectively. The figure 4.1 for calculations tab and figure 4.2 for results tab are shown below.


Figure 4.1: First main interface (Calculations tab).


Figure 4.2: Second main interface (Results tab).
The button 'Browse excel file' will need the user to browse the excel file with .xls format only and sheet named "sheet1". After that, the application system will display the table of dataset from the excel file into the provided space below the button 'Browse excel file'.

From the figure 4.3, the user need to browse the excel file before the application can view the table of datasets.


Figure 4.3: Browse the excel file.

The application then will show the table of datasets after browsing the excel file into the spaced area provided at below of the browsing part as shown in figure 4.4.


## Browse Excel File

"only file format "xds" and sheet named "sheet 1 " will be read.

| Patient/ <br> Attribute | age | sex | cp | rbp | cho |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 60 | 1 | 1 | 140 | 230 |
| 2 | 60 | 1 | 4 | 160 | 280 |
| 3 | 60 | 1 | 4 | 120 | 220 |
| 4 | 30 | 1 | 3 | 130 | 250 |
| 5 | 40 | 2 | 2 | 130 | 200 |
| 6 | 50 | 1 | 2 | 120 | 230 |
| 7 | 60 | 2 | 4 | 140 | 260 |
| 8 | 60 | 2 | 4 | 120 | 350 |
| 9 |  | 1 | 4 | 130 | 250 |
| 1 |  |  |  |  |  |

Figure 4.4: Dataset of imported excel file

Then, there are two tabs where the first tab is the calculations tab and the second tab is the results tab. The calculation tab will show to the user the set of element of $U$ and Attributes, element for each attributes, partitions of $U$ by indiscernbility relation; and show the calculated lower approximation and upper approximation for each attributes. The button ‘Element of U and Attribute’ clicked by user will show the list of elements in the $U$ and list of attributes as shown in figure 4.5.


Figure 4.5: Element of U and Attribute
The next button after 'Element of U and Attribute' button is the 'Element for each attribute'. The button will show the list of elements in each of the attributes to the user as shown in figure 4.6.


Figure 4.6: Element for each attribute

The third button in calculation tab which is the 'Partitions of $U$ by indiscernbility relation' button will show the clustered partitions by using the element in U and with the list of attributes. The partitions are shown in figure 4.7.


Figure 4.7: Partitions of U indiscernibility relation

The last button in the calculation tab which is the 'Low Up Approximation' is for showing the calculated lower approximation and upper approximation of each attribute with respect to the other attribute and the calculated lower and upper approximation is shown as the figure 4.8.


Figure 4.8: Calculation of Lower and Upper Approximation

The second tab called the '[3] Results' tab consist of two buttons which is the 'Roughness and Mean Roughness' button and 'Max Roughness and MMR' button. The button 'Roughness and Mean Roughness' will show the user the calculated equation to get the roughness of the attributes and mean of the roughness. The second button gives the user the highest value from the mean of roughness of each attributes which is called max roughness and also the application will show the highest value from the max roughness. The final highest value is known as maximum-maximum roughness. The following figure 4.9 show the action made by the buttons.


Figure 4.9: Result of Roughnesses

## CHAPTER 5

## CONCLUSION

Clustering is the problem of identifying the distribution of patterns and intrinsic correlation in large data set by partitioning the data points into similar classes. Data clustering is a common technique for statistical data analysis, which is used in many fields including machine learning, data mining, pattern recognition, image analysis and bioinformatics. Clustering is the classification of similar object into different groups, or more precisely, the partitioning of a data set into subsets (clusters), so that the data in each subset (ideally) share some common trait often proximity according to some similarity. In this project, a clustering algorithm using rough set theory has been presented. For calculating the highest value of maximum roughness of attributes of patient suspected heart diseases, the Maximum-maximum Roughness technique based on Rough Set Theory is introduced in for this project. This theory was produced by Pawlak in 1981. The first thing for the technique is to find the lower approximation and the upper approximation of the dataset based on the attributes in the dataset. Next is to find the average roughness of the attributes and after that we will find the maximum roughness of attributes by calculating the degree for each of the element. Finally, with the maximum roughness, we can get the highest maximum roughness of the attributes. The clustering system will be developed using Microsoft Visual Basic 2010 express as a programming language.
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## APPENDIX

## SOURCE CODE

declaring"
Public Class frmStart

Dim UInd As String
Dim attlowUpCount ( $-1,-1,-1,-1$ ) As Integer
Dim attVariable (-1, -1 ) As String
Dim wholeMaxValue As Integer
Dim maxAttVar (-1) As Integer
Dim meanRoughness $(-1,-1)$ As Double
Dim maxR $(-1,-1)$ As Double
Dim trying As Integer
browse and show dataset"
Private Sub btnBrowse_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnBrowse. Click
odf1. InitialDirectory = ": : \{20D04FE0-3AEA-1069-A2D8-08002B30309D\}"
odf1. ShowDialog ()
txtDataLink. Text = odf1.FileName. ToString

Dim dt As New DataTable()
Dim connStr As String = "Provider=Microsoft. Jet. OLEDB. 4. 0;" \& _
"Data Source=" + txtDataLink. Text + ";" \&
"Extended Properties=Excel 8.0;"
Dim sqIStr As String = "SELECT * FROM [SHEET1\$]"
Dim conn As New OleDb. OleDbDataAdapter (sqlStr, connStr)

```
        conn. Fill (dt)
        conn. Dispose()
        dgv1.DataSource = dt
    ReDim attVariable(dgv1. Columns. Count - 1, 1)
    ReDim maxAttVar (dgv1. Columns. Count - 1)
    ReDim meanRoughness (dgv1. Columns. Count - 1, dgv1. Columns. Count - 1)
    ReDim maxR (dgv1. Rows. Count - 1, dgv1. Rows. Count - 1)
    ########## listing element of U : ##########
    rtbResult. Text = "U = " & vbNewLine & "{"
    For a = 0 To dgv1. Rows. Count - 2
        rtbResult. Text = rtbResult. Text & CStr (dgv1. Item(0, a).Value) & ", "
    Next
    rtbResult. Text = rtbResult. Text & CStr (dgv1. Item(0, dgv1. Rows.Count - 1). Value)
&" }"
    rtbResult. Text = rtbResult. Text & vbNewLine & vbNewLine & vbNewLine
    ########## listing attributes: ##########
    rtbResult. Text = rtbResult. Text & "Attributes = " & vbNewLine & "{ "
    For a = 1 To dgv1. Columns. Count - 2
        rtbResult. Text = rtbResult. Text & CStr (dgv1.Columns (a).HeaderText) & ",
    Next
    rtbResult. Text = rtbResult. Text & CStr (dgv1. Columns (dgv1. Columns. Count -
1).HeaderText) & " }"
End Sub
Private Sub btnCalcLowUp_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnCalcLowUp. Click
```

Dim a, a2, b, b1, b2, e1, e2, count, count2, lowTestCount, tag, tag2 As Integer wholeMaxValue $=1$

```
tagging all items to "True"
    For e1 = 1 To dgv1. Columns. Count - 1
        For e2 = 0 To dgv1. Rows. Count - 1
                dgv1. Item(e1, e2).Tag = "True"
            Next
    Next
```

```
, fnding the max number variable for each attribute in column (a)
    tagging 1st occurence of each variable item as "True", other as "False"
        For a = 1 To dgv1. Columns. Count - 1
            maxAttVar (a - 1) = 1
            attVariable(a - 1, (maxAttVar (a - 1) - 1)) = dgv1. Item(a, 0). Value
            For b1 = 1 To dgv1. Rows. Count - 1
                For b2 = 0 To (b1 - 1)
                    If dgv1. Item(a, b1). Value = dgv1. Item(a, b2).Value Then
                dgv1.Item(a, b1).Tag = "False"
            End If
        Next
        If dgv1.Item(a, b1).Tag〈> "False" Then
            maxAttVar (a - 1) = maxAttVar (a - 1) + 1
            If maxAttVar (a - 1) > wholeMaxValue Then
                wholeMaxValue = maxAttVar (a - 1)
                ReDim Preserve attVariable (dgv1. Columns. Count - 1,
wholeMaxValue)
            End If
                    attVariable(a - 1, (maxAttVar(a - 1) - 1)) = dgv1.Item(a, b1).Value
            End If
        Next
    ReDim Preserve attlowUpCount (dgv1. Columns. Count - 1, dgv1. Columns. Count - 1,
2, wholeMaxValue)
```

    finding the total number of variable in an attribute column
    tag \(=1\)
    For b1 \(=0\) To dgv1. Rows. Count -1
            If dgv1. Item(a, b1). Tag = True Then
                dgv1. Item (a, b1). Tag = CStr (tag)
                tag \(=\) tag +1
            End If
    Next
    , tagging each attribute value as 1, 2, ..n to represent each attribute variable
For tag $=1$ To maxAttVar (a - 1)
For b1 = 0 To dgv1. Rows. Count - 1
If dgv1. Item(a, b1). Tag = CStr (tag) Then
For b2 = (b1 + 1) To dgv1. Rows. Count - 1
If dgv1. Item(a, b2). Value = dgv1. Item(a, b1). Value And
dgv1. Item(a, b2).Tag 〈〉CStr (tag) Then
dgv1. Item (a, b2). Tag $=$ CStr (tag)
End If
Next

```
                End If
            Next
                Next
Next
rtbResult. Text = " ++++++++++++++++++++++++++++++++++++++++++++++++++++++++" \&
vbNewLine
        For a = 1 To dgv1. Columns. Count - 1
            rtbResult. Text = rtbResult. Text & vbNewLine & "Attribute " &
dgv1.Columns (a).HeaderText & " :" & vbNewLine & vbNewLine
    finding the lower & upper with respect to other attributes
        rtbResult. Text = rtbResult. Text & "
        " & vbNewLine
        For a2 = 1 To dgv1. Columns. Count - 1
            rtbResult. Text = rtbResult. Text & vbNewLine & "attribute" &
dgv1.Columns(a).HeaderText & " with respect to " & dgv1.Columns(a2). HeaderText &
vbNewLine
\[
\text { For tag }=1 \text { To maxAttVar }(a-1)
\]
counting the number of occurence for each attribute variable
\[
\text { count }=0
\]
\[
\text { For b1 = } 0 \text { To dgv1. Rows. Count }-1
\]
If dgv1. Item (a, b1). Tag = CStr (tag) Then
                        count = count + 1
            End If
        Next
    tagging all item in 1st column (or U) as "None"
        For b1 = 0 To dgv1. Rows. Count - 1
            dgv1. Item(0, b1).Tag = "None"
        Next
    comparing each set in (a) to each set in (a2) to find out the lower and upper
approximation
    For tag2 = 1 To maxAttVar (a2 - 1)
    counting the number of occurence for each attribute variable in column (a2)
```

```
    count2 = 0
    For b1 = 0 To dgv1. Rows. Count - 1
    If dgv1. Item(a2, b1). Tag = CStr (tag2) Then
        count2 = count2 + 1
    End If
Next
lowTestCount = 0
```

comparing to set to find out the number/count of the same value
For e1 = 0 To dgv1. Rows. Count - 1
If dgv1. Item(a, e1). Tag = CStr (tag) Then For e2 = 0 To dgv1. Rows. Count - 1

If dgv1. Item(a2, e2). Tag = CStr (tag2) And
dgv1. Item ( $0, ~ e 2$ ). Value $=\operatorname{dgv} 1 . \operatorname{Item}(0, e 1)$. Value Then
lowTestCount $=$ lowTestCount +1
End If
Next
End If
Next
tagging as "low" if the number/count of the same value is the same as the number of occurence of the respective attribute variable

If lowTestCount = count2 Then
For e2 = 0 To dgv1. Rows. Count - 1
If dgv1. Item(a2, e2). Tag = CStr (tag2) Then
dgv1. Item (0, e2). Tag = "low"
End If
Next
End If
tagging as "up" or "low\&up" for each item in the set where there exist the occurence of the same value

For e1 = 0 To dgv1. Rows. Count -1
If dgv1. Item (a, e1). Tag = CStr (tag) Then
For e2 = 0 To dgv1. Rows. Count - 1
If dgv1. Item(a2, e2). Tag = CStr (tag2) And
dgv1. $\operatorname{Item}(0, \mathrm{e} 1)$. Value $=\operatorname{dgv} 1 . \operatorname{Item}(0, \mathrm{e} 2)$. Value Then
For $b=0$ To dgv1. Rows. Count - 1
If dgv1. Item (a2, b). Tag = CStr (tag2) And
dgv1. Item (0, b). Tag = "None" Then
dgv1. Item (0, b). Tag = "up"
ElseIf dgv1. Item (a2, b). Tag = CStr (tag2)
And dgv1. Item (0, b). Tag = "low" Then
dgv1. Item (0, b). Tag = "low\&up" End If

Next
End If
Next
End If
Next
Next
writing the low and up approx in the richtextbox
rtbResult. Text = rtbResult. Text \& vbNewLine \& "Lower
opproximation of $X(" \& d g v 1$. Columns (a). HeaderText \& " $=" \& \operatorname{attVariable(a-1,~tag~-1)~}$ \& ") : \{"
attlowUpCount (a - 1, a2-1, 0, tag - 1) $=0$
For e1 = 0 To dgv1. Rows. Count - 1
If dgv1. Item (0, e1). Tag = "low\&up" Then
rtbResult. Text = rtbResult. Text \& dgv1. Item (0, e1). Value
\& ", " attlowUpCount $(a-1, a 2-1,0, \operatorname{tag}-1)=$
attlowUpCount (a-1, a2-1, $0, \operatorname{tag}-1)+1$
End If
Next
rtbResult. Text = rtbResult. Text \& " \}" \& vbNewLine
rtbResult. Text = rtbResult. Text \& "Upper opproximation of $X("$ \&
dgv1. Columns (a). HeaderText \& " = " \& attVariable(a-1, tag -1) \& ") : \{"
attlowUpCount (a-1, a2-1, 1, tag -1) $=0$
For e1 = 0 To dgv1. Rows. Count - 1 If dgv1. Item(0, e1). Tag = "up" Or dgv1.Item (0, e1). Tag =
"low\&up" Then
\& ",
$r$ tbResult. Text $=r$ tbResult. Text $\&$ dgv1. Item ( $0, ~ e 1$ ). Value
attlowUpCount $(a-1, a 2-1,1, \operatorname{tag}-1)=$
attlowUpCount (a-1, a2-1, 1, tag -1 ) +1
End If
Next
rtbResult. Text = rtbResult. Text \& " \}" \& vbNewLine
Next
rtbResult. Text $=$ rtbResult. Text \& vbNewLine \& "
" \& vbNewLine
End If
Next
rtbResult. Text = rtbResult. Text \& vbNewLine \& "
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++" \& vbNewLine

Next
TabPage1．Enabled $=$ True

End Sub

Private Sub btnEOfAtt＿Click（ByVal sender As System．Object，ByVal e As System．EventArgs）Handles btnEOfAtt．Click

Dim maxAttValue，count As Integer
，\＃\＃\＃\＃\＃\＃\＃\＃\＃\＃listing element of each attributes ：\＃\＃\＃\＃\＃\＃\＃\＃\＃\＃

For $\mathrm{a}=1$ To dgv1．Columns．Count－ 1
For b1＝ 1 To dgv1．Rows．Count－ 1 dgv1．Item（a，b1）．Tag＝＂True＂
Next
Next
rtbResult．Text＝＂＂
For $\mathrm{a}=1$ To dgv1．Columns．Count -1
rtbResult．Text＝rtbResult．Text \＆＂V of＂\＆CStr（dgv1．Columns（a）．HeaderText）
\＆＂：\｛＂\＆dgv1．Item $(\mathrm{a}, 0)$ ．Value \＆＂，＂
maxAttValue $=0$
count $=1$
For b1 $=1$ To dgv1．Rows．Count -1
For b2＝ 0 To（b1－1）
If dgv1．Item（a，b1）．Value＝dgv1．Item（a，b2）．Value Then
dgv1．Item（a，b1）．Tag＝＂False＂
End If
Next
If dgv1．Item（a，b1）．Tag〈〉＂False＂Then
maxAttValue $=$ maxAttValue +1
End If
Next
For b1＝ 1 To dgv1．Rows．Count -1
If dgv1．Item（a，b1）．Tag 〈＞＂False＂And maxAttValue 〈〉 count Then rtbResult．Text＝rtbResult．Text \＆dgv1．Item（a，b1）．Value \＆＂，＂ count＝count＋ 1
ElseIf dgv1．Item（a，b1）．Tag 〈〉＂False＂And maxAttValue＝count Then rtbResult．Text＝rtbResult．Text \＆dgv1．Item（a，b1）．Value \＆＂\}" \&
vbNewLine \＆vbNewLine
End If
Next
Next

End Sub

Private Sub Button1_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnUInd. Click

Dim maxAttValue As Integer

```
' ########## finding U/IND for each attribute : ##########
' tagging all items to "True"
            For a = 1 To dgv1. Columns. Count - 1
            For b1 = 1 To dgv1. Rows. Count - 1
                dgv1.Item(a, b1).Tag = "True"
            Next
    Next
```

    rtbResult. Text = " ++++++++++++++++++++++++++++++++++++++++++++++++++++++++" \&
    vbNewLine \& vbNewLine
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
rtbResult. Text = rtbResult. Text \& "Attribute" \& dgv1. Columns (a). HeaderText
\& vbNewLine \& vbNewLine \& vbNewLine
maxAttValue $=1$
' fnding the max number variable for each attribute
For $\mathrm{b} 1=1$ To dgv1. Rows. Count -1
For b2 = 0 To (b1-1)
If dgv1. Item (a, b1). Value = dgv1. Item (a, b2). Value Then
dgv1. Item(a, b1). Tag = "False"
End If
Next
If dgv1. Item(a, b1). Tag 〈> "False" Then
maxAttValue $=$ maxAttValue +1
trying = maxAttValue
End If
Next
' change item tag back to "True"
For c1 = 0 To dgv1. Rows. Count - 1
dgv1. Item (a, c1). Tag = "True"
Next
'write in richtextbox the ( $X=a t t$ ) and $U / I N D$ equation for all attribute
UInd = ""
For $\mathrm{b}=1$ To maxAttValue
For c1 = 0 To dgv1. Rows. Count -1
If dgv1. Item (a, c1). Tag = "True" Then
rtbResult. Text = rtbResult. Text \& "X(" \&
dgv1. Columns (a). HeaderText \& " = " \& dgv1. Item (a, c1).Value \& ") = $\{$ "
UInd $=$ UInd $\&$ " $\{"$
For c2 = c1 To dgv1. Rows. Count -1
If dgv1. Item ( $a, ~ c 2$ ). Value $=\operatorname{dgv1}$. Item ( $a, ~ c 1$ ). Value Then UInd $=$ UInd \& dgv1. Item (0, c2). Value rtbResult. Text = rtbResult. Text \& dgv1. Item (0, c2). Value
\& ${ }^{\prime \prime}$ dgv1. Item(a, c2). Tag = "False" End If
Next
UInd = UInd \& " \}, " \& vbNewLine
rtbResult. Text = rtbResult. Text \& "\}" \& vbNewLine \& vbNewLine End If
Next $b=b+1$
Next rtbResult. Text = rtbResult. Text \& "U/IND(" \& dgv1. Columns (a). HeaderText \&
")" \& " = \{ " \& vbNewLine \& UInd \& " \}" \& vbNewLine \& vbNewLine rtbResult. Text = rtbResult. Text \& "
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++" \& vbNewLine \& vbNewLine Next

End Sub

Private Sub btnUandA_Click (ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnUandA. Click
\#\#\#\#\#\#\#\#\#\# listing element of U: \#\#\#\#\#\#\#\#\#\# rtbResult. Text = "U = " \& vbNewLine \& "\{" For $a=0$ To dgv1. Rows. Count -2
rtbResult. Text $=$ rtbResult. Text \& CStr (dgv1. Item (0, a). Value) \& ", Next
rtbResult. Text $=$ rtbResult. Text \& CStr (dgv1. Item(0, dgv1. Rows. Count - 1). Value) \& " \}"
rtbResult. Text = rtbResult. Text \& vbNewLine \& vbNewLine \& vbNewLine
\#\#\#\#\#\#\#\#\#\# listing attributes : \#\#\#\#\#\#\#\#\#\#
rtbResult. Text = rtbResult. Text \& "Attributes = " \& vbNewLine \& "\{" For $\mathrm{a}=1$ To dgv1. Columns. Count - 2
rtbResult. Text = rtbResult. Text \& CStr (dgv1. Columns (a). HeaderText) \& ", " Next
rtbResult. Text $=$ rtbResult. Text \& CStr (dgv1. Columns (dgv1. Columns. Count -
1). HeaderText) \& " \}"

## End Sub

Private Sub btnR_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnR. Click

Dim roughness (dgv1. Columns. Count - 1, dgv1. Columns. Count - 1, wholeMaxValue) As Double Dim totalRoughness (dgv1. Columns. Count - 1, dgv1. Columns. Count - 1) As Double rtbRes2. Text = "++++++++++++++++++++++++++++++++" \& vbNewLine For $\mathrm{a}=1$ To dgv1. Columns. Count - 1
rtbRes2. Text = rtbRes2. Text \& vbNewLine \& vbNewLine \&
dgv1. Columns (a). HeaderText \& vbNewLine \& vbNewLine
rtbRes2. Text = rtbRes2. Text \& "_ " \& vbNewLine

For a2 $=1$ To dgv1. Columns. Count -1 totalRoughness (a-1, a2-1) = 0 If a 〈> a2 Then
rtbRes2. Text = rtbRes2. Text \& vbNewLine \& "Attribute" \&
dgv1. Columns (a). HeaderText \& " with respect to " \& dgv1. Columns (a2). HeaderText \& vbNewLine

For $\mathrm{b}=1$ To maxAttVar (a-1)
roughness (a 1, a2 - 1, b - 1) = (attlowUpCount (a - 1, a2 - 1,
0, b - 1) / attlowUpCount (a - 1, a2 - 1, 1, b - 1))
rtbRes2. Text = rtbRes2. Text \& "R wrt " \&
dgv1. Columns (a2). HeaderText \& " ( X|" \& dgv1. Columns (a). HeaderText \& " : " \& attVariable (a-1, b-1) \& ") =" \& CStr (attlowUpCount (a-1, a2-1, 0, b-1)) \& "/" \& CStr (attlowUpCount (a-1, a2-1, 1, b-1)) \& " = " \& Format (roughness (a - 1, a2 - 1, b-1), " 0.0000 ") \& vbNewLine totalRoughness (a-1, a2-1) = totalRoughness (a-1, a2-1) + roughness (a $-1, a 2-1, b-1$ )

Next
meanRoughness $(a-1, a 2-1)=$ totalRoughness $(a-1, a 2-1) /$
maxAttVar (a-1)
$\operatorname{maxR}(a-1, a 2-1)=\operatorname{totalRoughness}(a-1, a 2-1) / \operatorname{maxAttVar}(a-$ 1)
rtbRes2. Text = rtbRes2. Text \& vbNewLine \& "Mean Roughness = " \&
CStr (totalRoughness (a-1, a2-1)) \& " / " \& CStr (maxAttVar (a - 1)) \& " = " \& Format (meanRoughness (a - 1, a2-1), " 0.0000 ")
rtbRes2. Text = rtbRes2. Text \& vbNewLine \&
" \& vbNewLine
$\qquad$
ElseIf a = a2 Then
$\operatorname{maxR}(a-1, a 2-1)=0$
End If
Next
rtbRes2. Text = rtbRes2. Text \& vbNewLine \& "++++++++++++++++++++++++++++++++++"
\& vbNewLine
Next

End Sub

Private Sub btnMMR_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles btnMMR. Click

Dim mmr, temp, biggest As Double
Dim first As Boolean
Dim one As String = "false"
Dim maxCount (dgv1. Columns. Count - 1), maxColumn(1) As Integer
'write n txtbox mean roughnesses for each attribute.
rtbRes3. Text = ""
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
rtbRes3. Text = rtbRes3. Text \& "Attribute" \& dgv1. Columns (a). HeaderText \&
" : Mean Roughnesses : " \& vbNewLine
first = True
For a2 = 1 To dgv1. Columns. Count - 1
If $a<>\mathrm{a} 2$ Then
If first = True Then
${ }^{\prime} \operatorname{maxR}(0, a-1)=$ meanRoughness $(a-1, a 2-1)$
rtbRes3. Text = rtbRes3. Text \& ""
first = False
Else
rtbRes3. Text = rtbRes3. Text \& " ; "
End If
rtbRes3. Text $=r$ tbRes3. Text \& Format (meanRoughness (a $-1, a 2-1$ ),
" 0.0000 ")
End If
Next
rtbRes3. Text $=r$ tbRes3. Text \& vbNewLine \& vbNewLine
Next
'sorting from the biggest mean roughness to the lowest
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
For a2 = 1 To dgv1. Columns. Count - 1
biggest = a2
For $b=a 2+1$ To dgv1. Columns. Count -1
If $\operatorname{maxR}(a-1, b-1)>\operatorname{maxR}(a-1$, biggest -1$)$ Then
biggest $=b$
End If
Next
temp $=\operatorname{maxR}(a-1, a 2-1)$

```
        maxR(a - 1, a2 - 1) = maxR(a - 1, biggest - 1)
        maxR(a - 1, biggest - 1) = temp
        Next
    Next
```

    rtbRes3. Text = rtbRes3. Text \& "+++++++++++++++++++++++++++++++++++" \& vbNewLine \&
    vbNewLine \& "Maximum mean roughnesses = " \& vbNewLine
first = True
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
If first = True Then
rtbRes3. Text = rtbRes3. Text \& ""
first = False
Else
rtbRes3. Text = rtbRes3. Text \& " ; "
End If
rtbRes3. Text = rtbRes3. Text \& Format (maxR(a-1, 0), "0.0000")
Next
$\mathrm{mmr}=0$
' find the max out of the max mean roughnesses
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
If $\operatorname{maxR}(a-1,0)>m m r$ Then
$m m r=\operatorname{maxR}(\mathrm{a}-1,0)$
maxColumn (0) = a
End If
Next
' count how many occurence of the mmr
$\max$ Count $(0)=0$
For $\mathrm{a}=1$ To dgv1. Columns. Count -1
If $m m r=\operatorname{maxR}(a-1,0)$ Then
$\operatorname{maxCount}(0)=\operatorname{maxCount}(0)+1$
ReDim Preserve maxColumn (maxCount (0))
maxColumn (maxCount (0) - 1) $=a$
End If
Next
in case of 2 or more same mmr
For a2 = 2 To dgv1. Columns. Count - 1
If maxCount (a2-2) $>1$ Then
$\mathrm{mmr}=0$
' find mmr from the other value
For $b=1$ To maxCount $(a 2-2)$
If $\operatorname{maxR}(\operatorname{maxColumn}(b-1)-1, a 2-1)>m m r$ Then

```
                                    rtbRes2. Text = rtbRes2. Text & maxColumn(b - 1) & " | "
                                    mmr = maxR(maxColumn (b - 1) - 1, a2 - 1)
        End If
    Next
' count how many occurence of the mmr from the other value
    maxCount (a2 - 1) = 0
    For b = 1 To maxCount (a2 - 2)
        If mmr = maxR (maxColumn (b - 1) - 1, a2 - 1) Then
            maxCount (a2 - 1) = maxCount (a2 - 1) + 1
            maxColumn(maxCount (a2 - 1) - 1) = maxColumn(b - 1)
        End If
    Next
    ReDim Preserve maxColumn(maxCount (a2 - 1))
        End If
    Next
    rtbFinal.Text = "MMR = " & Format(mmr, "0.0000") & vbNewLine & "Splitting
Attribute = " & dgv1. Columns (maxColumn (0)). HeaderText
```

```
'change item tag back to "True"
```

'change item tag back to "True"
For c1 = 0 To dgv1. Rows. Count - 1
For c1 = 0 To dgv1. Rows. Count - 1
dgv1. Item(maxColumn (0), c1).Tag = "True"
dgv1. Item(maxColumn (0), c1).Tag = "True"
Next
Next
For b = 1 To trying 'maxAttValue
For b = 1 To trying 'maxAttValue
For c1 = 0 To dgv1. Rows. Count - 1
For c1 = 0 To dgv1. Rows. Count - 1
If dgv1.Item(maxColumn (0), c1).Tag = "True" Then
If dgv1.Item(maxColumn (0), c1).Tag = "True" Then
rtbFinal. Text = rtbFinal. Text \& vbNewLine \& "X(" \&
rtbFinal. Text = rtbFinal. Text \& vbNewLine \& "X(" \&
dgv1. Columns (maxColumn (0)). HeaderText \& " = " \& dgv1. Item(maxColumn(0), c1).Value \& ") =
dgv1. Columns (maxColumn (0)). HeaderText \& " = " \& dgv1. Item(maxColumn(0), c1).Value \& ") =
{ "
{ "
UInd = UInd \& "{ "
UInd = UInd \& "{ "
For c2 = c1 To dgv1. Rows. Count - 1
For c2 = c1 To dgv1. Rows. Count - 1
If dgv1. Item(maxColumn (0), c2).Value = dgv1. Item(maxColumn(0),
If dgv1. Item(maxColumn (0), c2).Value = dgv1. Item(maxColumn(0),
c1).Value Then
c1).Value Then
UInd = UInd \& dgv1.Item(0, c2).Value \& ", "
UInd = UInd \& dgv1.Item(0, c2).Value \& ", "
rtbFinal.Text = rtbFinal.Text \& dgv1. Item(0, c2).Value \& ","
rtbFinal.Text = rtbFinal.Text \& dgv1. Item(0, c2).Value \& ","
dgv1.Item(maxColumn(0), c2).Tag = "False"
dgv1.Item(maxColumn(0), c2).Tag = "False"
End If
End If
Next
Next
UInd = UInd \& " }, " \& vbNewLine
UInd = UInd \& " }, " \& vbNewLine
rtbFinal.Text = rtbFinal.Text \& "}"
rtbFinal.Text = rtbFinal.Text \& "}"
End If
End If
Next

```
    Next
```

rtbResult. Text = rtbResult. Text \& "U/IND (" \&
dgv1. Columns (maxColumn (0)). HeaderText \& ")" \& " = $\quad$ " \& vbNewLine \& UInd \& " \}" \& vbNewLine \& vbNewLine

Next

End Sub

Private Sub frmStart_Load(ByVal sender As System. Object, ByVal e As System. EventArgs) Handles MyBase. Load

End Sub
End Class
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