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ABSTRACT

The purpose of this paper is to present a design of development for Assignation of PSM Evaluator using Genetic Algorithm (APEGA) system. This is an application system that is used to assist the Faculty of Computer System and Software Engineering (FSKKP) of University Malaysia Pahang (UMP) in matching the optimum evaluators for the students in PSM presentation carnival. In the methodology part, a development model which involves with client participation is designed in order to use in the development of this project. The target user of the system is PSM coordinator who is responsible in assigning the PSM evaluator. Assignation of PSM Evaluator using Genetic Algorithm (APEGA) is expected to be able in developing a well-distributed matching and overcoming the relevant constraints in an intelligent way. Therefore, it is tend to reduced human energy compare to the current manually assign the PSM evaluator. The main purpose of this application system is to solve the optimization problem that occurred during the assignation of PSM evaluator. For this system, it is able to assign the evaluator to evaluate on the students’ project which related with his or her expertise field.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Assigning evaluator is same like scheduling process which is common but complex. It is quite hard to create an optimum schedule because there are a lot of criteria and constraints need to be considered when scheduling a timetable. Therefore, there is a need to have a scheduling optimization by using some techniques. As a preparation in front on era technology information like today, implementation of technology and artificial intelligent in management is playing an important role in order to obtain an optimum way in scheduling a timetable.

Some of the artificial intelligent methods are suitable to use in optimize schedule such as Expert System, Neural Network and Genetic Algorithm. In this project, Genetic Algorithm (GA) technique will be used to solve the optimization problem. GA is the most suitable technique use to optimizing on both small and large schedules for schedule optimization. This is because GA was often used to conquer nondeterministic polynomial (NP) problem, thus GA has better quality of the optimization.

Therefore, the Assignation of PSM Evaluator system is developed to assist the Faculty of Computer System and Software Engineering (FSKKP) in matching the optimum evaluators for the students for PSM presentation. In achieving the goal, Genetic Algorithm will be implemented into Assignation of PSM Evaluator application, thus the system can optimize the assignation of PSM evaluator for the student based on their project type and evaluator’s expertise.
Assignation of PSM Evaluator system by using technique of Genetic Algorithm will be paperless and tend to reduced human energy. Indeed, the problem of clashing between student and other factors can be minimized with the aid of the system, thus an optimum PSM evaluator assignation’s list can be produce instead of the current existing application which manually assign the PSM evaluator. Basically, the system will be implemented with the required rules and constraint that need to be compiled to developing a well-distributed matching by overcoming the relevant constraints in an intelligent way.

1.2 Problem Statement

Matching the optimum evaluators for the students is not an easy task because it has its complex constraints optimization problem. Thus, there are a lot of problems and clashing occurs when assigning the evaluators for PSM presentation for Faculty of Computer System and Software Engineering (FSKKP). The previously assignation of PSM evaluator for PSM presentation that done by PSM coordinator are lack of optimum and contain a lot of clashing such as available of evaluators. This is because human is inability to think out a more optimum schedule without using certain technique. Besides that, due to the number of evaluator is limited, so one evaluator has to evaluate quite a number of student’s project. Thus, it is difficult to arrange the evaluator and the project that they are going to evaluate has relevant to their field or expertise.

There are a lot of constraints to be concern when generating PSM presentation’s schedule. The constraints which have to consider are such as the number of students that who are going to present their project and the number of lecturers that who will be the evaluator for PSM presentation. Besides that, the project title which the students going to present and lecturer’s expertise are the major constraints that have to be concern. This is because there are always happened on the previous assignation that some of the lecturers had been arranged to evaluate on the student’s projects which were not under their own field or expertise. The limited of place or laboratory are also one of the
constraints that in scheduling. Thus, it will be the problem that in order to assign the optimal evaluators for the student.

In additional, there are few constraints are changeable and different in every year such as the student’s project title, lecturers that some had leaving or some are new comer that have to be reconsider every year for matching the optimum evaluators for the students. Therefore, it is take time to update the new data or rearrange it by manually. There are a lot of difficulties had been found in assigning the PSM evaluator by human energy compare with a computerized system that had implemented with Artificial Intelligence technique.

1.3 Objectives

The objectives of this project are:

i. To study Genetic Algorithm technique.

ii. To develop a prototype in matching PSM evaluator using Genetic Algorithm for assigning the optimum evaluators for the student in PSM presentation.

1.4 Scope

The scopes of this project are:

(i) The users of the application are PSM coordinator of Faculty Computer System and Software Engineering of University Malaysia Pahang (UMP) who responsible in assign the PSM evaluator.

(ii) Total of 12 lecturers and approximate 30 students will be used in this project.

(iii) All the project’s titles for PSM student are distinguish in four main categories which are Computer Science (Management Information
System), Computer System and Networking, Software Engineering and Graphic and Multimedia.

(iv) The application will be develop by using Microsoft Visual Studio 2010 and Microsoft SQL Server 2008 is used to store the system database.

(v) The Assignation of PSM Evaluator using Genetic Algorithm (APEGA) application is standalone system.

1.5 Thesis Organization

This thesis consists of six chapters and each chapter is to discuss the different issues in the project. Below that is the summary of the content for each chapter.

i. Chapter 1 – Introduction
   - This chapter provides background information about the project which includes problem statement, objectives and scope.

ii. Chapter 2 – Literature Review
    - Some literature and research which related to this project will be review and discuss in this chapter.

iii. Chapter 3 – Methodology
    - Data analysis, method and the procedure of this project development will be discussed.

iv. Chapter 4 – Implementation
    - The implementation of the system using Genetic Algorithm will be explained in this chapter.

v. Chapter 5 – Result and Discussion
    - This chapter will present the testing result of the system and result on the discussion.
vi. Chapter 6 – Conclusion

- A complete summary of the project will be present in this chapter.
CHAPTER 2

LITERATURE REVIEW

This chapter is a review of the literature that discusses to identify studies relevant to the topic. The purpose of this chapter is to know more about how the implementation of Genetic Algorithm in application. In this chapter, the background of Genetic Algorithm technique will be discussed followed by and existing application that using Genetic Algorithm technique.

2.1 Scheduling

Scheduling is a constraint satisfaction activity. S. F. Smith had proposed that there are three most important types of scheduling constraints which are time constraints, resources constraints, and casual constraints were caused by internal and external factors [1]. Scheduling involves making decision regarding to the allocation of available capacity or resources such as equipment, labour and space to tasks, activities over time. It is seeks to achieve several objectives that which are high efficiency and low inventories. Scheduling is a very important activity. An effective scheduling in manufacturing and office environment can increase productivity and decrease cost by significant factor [2]. Thus, scheduling system has been widely used across many field of expertise to schedule for optimize usage of resources such as in manufacturing sites, schedule timetabling for school and workplace.

In the earlier days, scheduling was a time-consuming task which has to take a lot time to typing up the information and schedule out a timetable without any clashing of constraints. With the advent of high computer technologies and flatter hierarchies, scheduling can be done with the aid of few intelligence techniques to achieve
performance goal in minimizing execution time and communication delay while maximizing the resources utilizations to produce an optimum schedule.

2.1.1 Scheduling Problem

A scheduling problem can be defined as the problem of assigning a number of events into a limited number of periods [3]. There are various problems of scheduling and sequencing which has been addressed since 1950’s by researchers in computer science, operation research and discrete mathematics [4]. When applying a schedule in a dynamic environment, it is hard to fulfill the requirements the first time round based on some scheduling problems and its constraints. Scheduling problem is uncertain and changeable over the time. The environment of scheduling, scheduling act and the human resource affecting the scheduling are the three main factors that concern scheduling problem.

In order to solve the scheduling problem, one must develop a comprehensive scheduling system, which the system should be able to perform the following functions [5]:

- Absorb and accommodate unforeseen changes.
- Obtain visual information and knowledge of scheduling, and record all variables.
- Complete intelligent scheduling strategies.
- Produce real-time scheduling solution.
- Control the scheduling tasks in a dynamic environment.

For the scheduling problems which are subject to many constraints are usually divided into two categories: “hard” and “soft” [6]. Hard constraints are rigidly enforced while soft constraints are those are desirable but not absolutely crucial and it is usually hard to satisfy all the soft constraints in real-time situation [3].
There are a set of large number of all possible solutions appearing due to its large number of events which to be scheduled and a wide variety of constraints that imposed on scheduling. Thus, it is extremely difficult to generate a timetable and its manual solution is requiring much more effort.

2.2 Genetic Algorithm

Beasley et al. had stated that Genetic Algorithms are adaptive method which used to solve search and optimization problem [9]. Genetic Algorithms are often know as an optimizer tool for a widely areas of research including the field of system control and control design. Extensive research has been done and shows the exploitation of the Genetic Algorithms which have robust properties and demonstrating their capabilities across a broad range of problems [10].

In the early 1970s, the concept of Genetic Algorithm (GA) is introduced by John Holland who is a professor of psychology at University of Michigan [11]. Genetic Algorithm is a family of computational models inspired by Darwin’s Theory of Evolution [12]. Genetic Algorithm is a stochastic search technique that guides a population of solution using the principles of evolution and natural genetic [13]. Charles Darwin had claimed that the natural populations evolve over successive generations based on the principles of natural selection example, survival of the fittest [12]. The operations of Genetic Algorithm such as reproduction, crossover and mutation are performed on the population and evaluated each individual’s fitness [14]. A potential solution is encode to a specific problem on a simple chromosome-like data structure by Genetic Algorithm and the recombination operators is apply to these structures as to preserve the critical information [10].

2.2.1 Genetic Algorithm Procedures

In the initial stage of Genetic Algorithm, a population is generated randomly and comprises a group of chromosomes. The chromosomes are evaluated by calculated its
fitness values. From the population, a particular group of the chromosomes (parents) is selected to generate the offspring by genetic operations. The offspring’s fitness is evaluated as like their parents and they will replace the chromosomes in the current population. All of these procedures of Genetic Algorithm are executed in a cycling process and it is repeated until reached a desired termination criterion [15]. Ursula Fissgus had stated in her research that the fitter chromosomes have higher probabilities of being selected [13]. After several generations, the best chromosome in the final population will become a highly evolved solution to the problem.

![GA Cycle](image)

**Figure 2.1: GA Cycle [15]**

There are the outlines of the basic Genetic Algorithm that had discussed in the research paper by Obitko Marek [16]:

1. **[Start]** Generate random population of n chromosomes (suitable solution for the problem)
2. **[Fitness]** evaluate the fitness $f(x)$ of each chromosomes $x$ in the population
3. **[New population]** Create a new population by repeating following steps until the new population is complete
   1. **[Selection]** Select two parents chromosomes from a population according to their fitness (the better fitness, the bigger chance to be selected)
2. **[Crossover]** With a crossover probability cross over the parents to form a new offspring (children). If no crossover was performed, offspring is an exact copy of parents.

3. **[Mutation]** With a mutation probability mutate new offspring at each locus (position in chromosome).

4. **[Accepting]** Place new offspring in a new population

4. **[Replace]** Use new generated population for a further run of algorithm

5. **[Test]** If the end condition is satisfied, stop, and return the best solution in current population

6. **[Loop]** Go to step2

### 2.2.2 Genetic Algorithm Operations

The operation of Genetic Algorithm is start with a population of a random string representing decision variables [13]. A genetic operator is a process that used in Genetic Algorithms to maintain genetic diversity. Three main Genetic Algorithm operators which are reproduction, crossover and mutation operated the population to create a new population of points.

![Figure 2.2: The Basic of Genetic Algorithm Operations](image)

One generation is broken down into a selection phase and recombination phase. Strings are assigned into adjacent slots during selection [13].
2.2.2.1 Encoding

Genetic Algorithm starts with encoding the chromosome and code the candidate solution of an optimization algorithm. There are three commonly type of encoding techniques that are used in Genetic Algorithm field which are bit string encoding, permutation encoding and three encoding. Binary encoding is the most common type of encoding that are in use due to it can produce many possible chromosomes even with just a small number of alleles.

![Figure 2.3: Example of Encoding for Two Chromosomes](image)

2.2.2.2 Selection

Selection is an operation of Genetic Algorithm that randomly selected chromosomes of the population based on their fitness and forms a mating pool [18]. The higher fitness value chromosomes, the more likely it will be selected. Natural selection causes the chromosomes which encode successful structures more frequent to produce its copies. Tom V. Mathew had said that it is necessary to have selection operation of the chromosomes in the current population to maintain the generation of new population [10]. Roulette-Wheel selection is the common technique that use in Genetic Algorithm selection. In Roulette-Wheel selection, a chromosome is selected for the mating pool based on the probability proportional to its fitness.
2.2.2.3 Crossover

Crossover as a recombination operator that used to produce offspring that contain some parts of both parents’ genetic material by combining subparts of two parent chromosomes [15]. In the crossover operator, the child is formed by a copy of first parent then the crossover position is randomly selected and the information of the second parent is introducing into the child chromosome. Ursula Fissgus discussed that different crossover operations are developed for different parts of the chromosome.

i. One Point Crossover

A crossover point on the parent chromosome is randomly selected. All information beyond that point within the two parent chromosome is swapped and interchanges to produce two new offspring.