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Abstract 

A computational fluid dynamics (CFD) simulation of a partial combustion lance 

(PCL) was presented. The major aim of this paper is to evaluate the influence of 

oxygen flowrate on its performance. Firstly, a modelling strategy was 
developed by comparing discretisation schemes, pressure interpolation schemes 

and Reynolds-averaged Navier-Stokes (RANS) based turbulence models. Three 

RANS based models were chosen in this work, namely, standard k-ε (SKE), 

realisable k-ε (RKE) and renormalised (RNG) k-ε. Convection and radiation 

were considered in the heat transfer modelling, whereas combustion was 

modelled using finite rate-eddy dissipation model. The finding suggested that 

second-order scheme, standard pressure scheme and SKE provide the best 

prediction, yielding an error of 5.86% from the experimentally measured 

temperature. It was found that 40% increase in oxygen flowrate increased the 

peak combustion temperature of the PCL by about 12%. Dual lance was found 

to be more effective than the single lance operating at a similar flowrate. 

Results from this work suggests that the performance of a PCL is significantly 
depends on the operating condition. CFD tool is useful to improve the 

performance of a combustion system.  
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1.  Introduction 

Partial combustion system is often used in iron making plant to increase the 

reducing gas temperature and to promote in-situ reforming. Installation of a 

partial combustion system on the transfer line between the reducing gas heater 

and the iron reduction reactor is vital to reduce the reforming gas consumption 

and to increase overall reactor performance by increasing its operating 

temperature. The performance of the PCL may affect the quality of the product. 
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Nomenclatures 

 
Cµ Coefficient of turbulent viscosity 

CH4 Methane 

CO Carbon monoxide 

CO2 Carbon dioxide 

H2 Hydrogen 

H2O Water 

h Convective heat transfer coefficient, W/(m
2
K) 

k Turbulent kinetic energy, m
2
/s

2
 

N2 Nitrogen 

O2 Oxygen 

Prt Turbulent Prandtl number 

QC Convective heat transfer rate, W/m
2
 

QR Radiation heat transfer rate, W/m
2
 

Rε Additional rate in RNG k-ε 

Tg Gas temperature, K 

Tr Radiation temperature, K 

Ts Wall surface temperature, K 
u Axial velocity, m/s 
 

Greek Symbols 

  

ε Turbulent dissipation rate, m
2
/s

3
 

ε Emissivity of PCL wall 

ρ Density, kg/m
3
 

σ Stefan-Boltzmann constant, 5.67 x 10
-8
 W/(m

2
K

4
) 

 

Abbreviations 

CCD Charged-coupled device 

CFD Computational fluid dynamics 

EDM Eddy dissipation model 

PCL Partial combustion lance 

PIV Particle image velocimetry 

PRESTO Pressure staggering option 

QUICK Quadratic upwind interpolation for convective kinematic 

RANS Reynolds-averaged Navier-Stokes 

RKE Realisable k-ε 

RNG Renormalised k-ε 

SKE Standard k-ε 

The performance of a PCL is affected by several factors such as its operating 

condition. For instance, low oxygen concentration in combustion air gives a slower 

combustion rate and smaller flame. This results in insufficiently high combustion 

temperature and increased pollutant emission [1]. Earlier, Amirshaghaghi et al. [2] 

reported a decrease in methane gas conversion and lower outlet temperature due to 

insufficient oxygen supply to the combustion process. Hence, the effect of oxygen 

flowrate to PCL outlet temperature is studied in this work. 
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Fluid flow in PCL had been studied extensively both experimentally and 

numerically [2-5]. A cheaper measurement technique may be performed using a 

hot-wire anemometry [6]. Advanced techniques such as particle image velocimetry 

(PIV) can provide detailed visualisations on the flow pattern [7]. However, 

experimental measurement using PIV is costly and has an inherent limitation. PIV 

measurement relies on the charge-coupled device (CCD) camera to capture image, 

hence it is not applicable to an opaque wall, besides it is potentially dangerous to 

use a PIV for a large industrial-scale PCL operating at a temperature above 1000 K. 

Moreover, the partial combustion of reducing gas involves turbulence flow, 

chemical reaction, mass and heat transfer concurrently. Thus, it is difficult to 

measure and analyse these complex phenomena experimentally. Alternatively, CFD 

can provide comprehensive information on the complex phenomena in PCL. 

The k-ε based turbulence models [2, 8-10], (i.e., SKE, RKE and RNG k-ε) 

are often used due to its low computational effort, robustness and ease to 

achieve a converged solution. Most of the previous work used the SKE 

approach without comparing with other turbulence models. In some cases, 

numerical predictions are not validated with the experimental data [11]. A 

limited study on the effect of modelling strategy on the prediction accuracy for 

PCLs is available in the literature. Hence, this work aims to compare various 

numerical models since it may affect the accuracy of the CFD prediction. A 

modelling strategy was developed by comparing three different grids, three 

discretisation methods, four pressure interpolation schemes and three RANS 

turbulence models. The validation was performed by comparing the predicted 

temperature with the experimentally measured temperature from our previous 

work [12]. Once validation was done, the model was used to study the effect of 

oxygen flowrate on the temperature profile in the PCL. 

 

2.  CFD Approach 

2.1.  Geometry and computational grid 

The geometry of PCL used in this work is similar to the one studied by Zain           

et al. [12]. A cylindrical PCL consists of two oxygen lances was created and 

meshed using GAMBIT 2.4.6 as shown in Fig. 1. The cylindrical PCL has a 

diameter of 1.266 m and measured 6.35 m long. The oxygen lance is installed 1.35 

m from the PCL inlet has a length of 0.483 m and a diameter of 0.06 m, while the 

nozzle has a length of 0.03 m and a diameter of 0.022 m. The inlet temperature of 

fuel gas is 1203 K and the inlet velocity is 118 m/s. Pure oxygen at 300 K is 

introduced into PCL through nozzles with 70 m/s of velocity. Figure 2 shows the 

surface mesh of the PCL. Finer tetrahedral grid was used to mesh the region close to 

the oxygen lances and nozzles where the combustion occurs. The rest of the PCL 

domain was meshed using a coarser hexahedral grid. These unstructured meshes 

were then converted into a polyhedral mesh to enable a higher order discretisation. 

 

2.2. Turbulence modelling 

Selection of the turbulence model is very important in CFD simulation to obtain a 

good prediction. In this work, three turbulence models (i.e., SKE, RKE and RNG 

k-ε) was employed. Two-equation SKE is the most-used turbulence model owing  
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Fig. 1. A Schematic of a Three-dimensional PCL Geometry. 

 

 

Fig. 2. Surface mesh of a PCL geometry. 

 

to its economic, simplicity and robustness. As the shortcoming of SKE is 

known, an effort was made to introduce a turbulence model that takes into 

account the swirling effect as well as to ensure a realistic value (non-negative) 

for Cµ in k-equation [13]. Unlike the SKE, Cµ coefficient in RKE is not 

constant and computed as a function of local states of the flow to ensure normal 

stresses are positive under all flow conditions. Therefore, this model can 

provide a better prediction on rotation and separation flows [14]. 

RNG k-ε was derived from renormalised group theory by Yakhot and Orzag 

[15]. In RNG k-ε, the small-scale eddies are eliminated and the transport 

coefficient is renormalised. RNG differs from SKE because it has an analytical 

equation for turbulent Prandtl number (Prt) and an additional term (Rε) in ε 

transport equation to account for the interaction between turbulence dissipation 

and mean shear. This additional term gives a slight reduction of dissipation 

rate, as the result reduces the effective viscosity. Thereby, RNG k-ε model can 

provide better prediction for a region with large strain rate and streamline 

curvature [15]. 

 

2.3. Heat transfer modelling 

Radiation and convection are the dominant heat transfer mechanisms in a              

PCL [16]. In a conventional combustion process, radiation accounts for 96% of 

total heat transfer while the rest is convection [11]. The convective heat transfer 

is given by [17]; 

( )
sgC TThQ −=&                   (1) 

where h is convective heat transfer coefficient, 
gT  and sT  are temperature of gas 

and wall surface, respectively. The radiative heat transfer [17] is given by; 
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)( 44

srR TTQ −= εσ&                  (2) 

where ε is emissivity of PCL wall, σ is the Stefan-Boltzmann constant, Tr is 

radiation temperature and Ts is the PCL wall surface temperature. 

 

2.4. Species Transport Modelling 

PCL mainly involves chemical reaction and turbulent mixing. The combustion 

temperature of PCL is significantly affected by the reaction between the species. 

In this work, the partial combustion was modelled as follows; 

OHCOOCH 2224 22 +→+                  (3) 

OHCOOCH 224 25.1 +→+                 (4) 

225.0 COOCO →+                  (5) 

OHOH 222 5.0 →+                  (6) 

22 5.0 OCOCO +→                  (7) 

The oxidation of methane, carbon monoxide and hydrogen in Eqs. (3) to (6) are 

exothermic, while the carbon dioxide dissociation in Eq. (7) is endothermic. The 

composition of the inlet gas is given in Table 1. A combination of finite rate and 

EDM was used to calculate the partial combustion of syngas. In the finite rate 

model, the chemical reaction is assumed as a slow process while, the turbulent flow 

is an instantaneous process. Thus, the Arrhenius equation is used to calculate the 

rate of chemical reaction, whereas the turbulence mixing effect is neglected. In 

contrast, the chemical reaction rate is controlled by the turbulent mixing in EDM. In 

the finite rate-EDM approach, both chemical reaction and mixing rate is taken into 

account whereby the lower rate from either model dictates the reaction. 

Table 1. Composition of the inlet gas. 

Component Mass fraction 
CH4 0.132 

CO 0.486 

CO2 0.072 

H2 0.154 

H2O 0.029 

N2 0.126 

 

2.5.  Modelling Strategy 

The simulation was initialized using a 90 m/s of x-velocity and temperature of 

1000 K to facilitate faster convergence, since the inlet temperature and x-velocity 

is 1203 K and 118 m/s, respectively. The simulation was performed using a 

steady-state solver to minimise the complexity and computational effort [11]. The 

physical properties of fluid (i.e., density, specific heat, thermal conductivity and 

viscosity) were introduced to the PCL simulation as a piecewise-linear function 

[18-20]. Initially, the simulation was performed using a first-order discretisation, 
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but changed to a higher-order discretisation (i.e., second-order and QUICK 

(Quadratic upwind interpolation for convective kinematic)) once the initial 

solution is converged. All residuals were set to fall below 1×10
-5
 to ensure a good 

convergence was achieved. The CFD prediction was recorded for over 1000 

iterations and averaged after a convergence. The PCL simulation in this work was 

performed using a HP Z220 workstation with a quad core processor (Xeon 3.2 

GHz E3-1225) and eight Gigabytes of RAM. 

 

3.  Results and Discussion 

3.1.  Grid dependency analysis 

The computational grid may affect the accuracy of CFD prediction, hence a grid 

dependency analysis was performed to obtain a suitable grid for this work. Three 

different grid densities of PCL, denoted as coarse (149k nodes), intermediate 

(418k nodes) and fine grids (694k nodes) were prepared for the grid dependency 

study. A steady-state solver, standard pressure interpolation scheme and SKE 

turbulence model were employed. Predicted temperature contour from the three 

different grid densities is shown in Fig. 3. The coarse grid under-resolved the 

temperature slightly, whereas the intermediate and fine grids offer much better 

resolution of the combustion process, as reflected in the predicted contour 

temperature. In the experimental work studied by Zain et al. [12], a type-k 

thermocouple was installed at the position of 5.85 m after the inlet position and 

0.373 m from the PCL wall. The experimentally measured temperature was 

reported at 1293 K. The predicted temperature obtained from the three different 

grid densities were compared with the experimental data from our previous work 

[12]. Among the three different grids, the prediction using the coarse grid yielded 

the largest error (6.64%). A notable improvement in the prediction accuracy 

obtained using the intermediate (5.86%) and fine (5.68%) grids were observed. In 

terms of the computational time, prediction using higher grid density requires 

longer computing time. The CPU time spent by the coarse grid is below 0.9 s-

iteration, whereas the intermediate and fine grids took about 1.8 and 2.7 s-

iteration, respectively. Thus, the intermediate grid was selected for the remainder 

of this work to minimise the computational effort, since prediction by the fine and 

intermediate grids is not substantially different. 

 

Fig. 3. Temperature contour plot for three different grid densities. 
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3.2. Discretisation 

The effect of three different discretisation schemes (i.e., first-order upwind, 

second-order upwind and QUICK) on the CFD prediction were studied using a 

standard pressure interpolation scheme and SKE turbulence model. The 

comparison of the temperature predictions deviation to the experimental 

measurement [12] is shown in Fig. 4. The fastest convergence was achieved using 

the first-order upwind scheme. Nonetheless, the prediction is less accurate 

(7.49%) compared to the higher-order schemes due to the susceptibility of the 

first-order upwind scheme to the numerical diffusion. The higher-order schemes 

(i.e., second order and QUICK) have a better prediction than the first-order 

upwind scheme, but the difference is not remarkable, since both schemes show a 

similar error of 5.86%. Since the standard deviation obtained using the second-

order upwind scheme is slightly lower than that achieved by the QUICK, hence 

second-order upwind scheme was used for the rest of this work. 

 

Fig. 4. Comparison of discretisation scheme. 

 

3.3.  Pressure interpolation scheme 

The effect of the pressure interpolation scheme on the prediction accuracy of the 

temperature in the PCL was evaluated using a second-order upwind scheme and a 

SKE model. The four different pressure interpolation schemes are standard, 

second-order, linear and PRESTO (Pressure staggering option). Figure 5 shows 

the comparison of the temperature predictions obtained using four different 

pressure interpolation schemes with the experimental measurement [12]. The 

prediction accuracy achieved from these different pressure schemes is very close 

to each other, with error ranging from 5.86 to 6.03%. Among the four schemes, 

the standard pressure scheme obtained the lowest prediction error (5.86%), 

whereas the prediction using PRESTO showed the highest error (6.03%) and 

standard deviation. In fact, PRESTO is well suited for an unstable flow feature in 

the presence of high curvature and swirling flows, thus, this scheme may not 

perform well in a fairly simple flow in the PCL. Other pressure interpolation 

schemes showed the error below 6%. Theoretically, the prediction using the 

second-order pressure scheme should be more accurate than the linear pressure 

scheme. This is because the linear pressure scheme solves the face pressure as 

average pressure, whereas the second-order pressure scheme rebuilds the face 

pressure in the second-order accurate convection terms [21]. Results obtained in 

this work are also in agreement with this theory, although the difference between 

the second order and linear scheme is merely 0.03%. However, the standard 

7.49%

5.86% 5.86%
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7%

9%

1st order 2nd order QUICK

%
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pressure scheme is reasonably accurate for the most cases and the other schemes 

are only considered when the standard pressure scheme is not applicable [21]. In 

this work, the standard pressure scheme is sufficient for the fluid flow modelling 

in a PCL. 

 

Fig. 5. Comparison of pressure interpolation scheme. 

 

3.4. Turbulence model 

The effects of various turbulence models (i.e., SKE, RKE and RNG) were studied 

using a steady-state simulation, the second-order upwind scheme and a standard 

pressure interpolation scheme. The results clearly showed that the SKE model 

yielded the lowest error (5.86%) compared to the other turbulence models. The 

RKE and RNG showed 7.04% and 6.82% error, respectively. This may be 

attributed by the fact that flow in a PCL is mostly homogeneous turbulence, 

which favours SKE. The fluid flow in a PCL as shown in Fig. 6 did not feature a 

strong curvature and swirling flow, which suited the RNG and RKE well [21, 22]. 

The minor disturbance by the oxygen lance did not affect the overall flow greatly. 

Nevertheless, all the turbulence models tested in this work can give a fair 

prediction of flow field in a PCL. 

 

Fig. 6. Streamline flow of a PCL. 

 

3.5. Effect of oxygen flowrate 

The influence of the oxygen flowrate on the combustion temperature was 

studied by evaluating two different cases, i.e., dual lances operating at different 

flowrates; and single and dual lances operating at a similar total flowrate. The 

predicted temperature profile along the radial position at 5.85 m from PCL inlet 

is shown in Fig. 7. The dual temperature peak was observed at two regions (-0.3 
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m < Y < -0.1 m and 0.1 m < Y < 0.3 m) when dual lance is used. Whereas only 

a single temperature peak at -0.3 m < Y < -0.1 m was observed in the single 

lance operation. Higher oxygen flowrate enhanced the combustion reaction. 

This resulted in larger flame and higher temperature as shown in Fig. 8. 

Thereby, increasing the oxygen flowrate from 70 m/s to 100 m/s in dual lance 

operation increased the peak temperature from 1386 K to 1553 K (12% 

increased). The second case evaluates the effect of single and dual lance 

operating at a similar total flowrate. The two lances have a same surface area,  

in a way that the oxygen flowrate is proportional to the inlet velocity. The dual 

lance was set to operate at 70 m/s in each lance while the single lance was set   

to operate at 140 m/s to ensure a similar total flowrate can be obtained. A single 

lance produced higher temperature and wider flame in the combustion          

zone (Fig. 8). However, the combustion rate decreased towards the PCL outlet 

due to high consumption of fuel at the combustion zone. Therefore, the           

peak temperature achieved from a single lance (1328 K) is lower than the dual 

lance (1386 K). 

 

Fig. 7. Predicted temperature profile for different oxygen flowrate. 

 

 

Fig. 8. Temperature contour plot for different oxygen flowrate. 
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4.  Conclusions 

A CFD modelling strategy was successfully developed for a three-dimensional 

PCL. From this study, we found that: 

• A combination of a steady-state solver, SKE, second-order upwind and 

standard pressure interpolation scheme give a reasonably accurate prediction 

of the simultaneous heat transfer and reactive flow in the PCL. 

• The CFD prediction showed a good agreement with the experimentally 

measured temperature with an error of 5.86%. 

• It was found that a 40% increase in the oxygen flowrate yielded a 12% 

increased of combustion temperature. 

• This work also indicated that dual lance provides a better combustion 

performance than the single lance working at same total oxygen flowrate. 
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