MODELING OF MILLING PROCESS TO
PREDICT SURFACE ROUGHNESS USING
ARTIFICIAL INTELLIGENT METHOD

MOHAMMAD RIZAL BIN ABDUL LANI

BACHELOR OF ENGINEERING
UNIVERSITI MALAYSIA PAHANG



UNIVERSITI MALAYSIA PAHANG
FACULTY OF MECHANICAL ENGINEERING

We certify that the project entitled “Modeling ofilhimg process to predict surface
roughness using artificial intelligent method” isitten by Mohammad Rizal Bin Abdul
Lani. We have examined the final copy of this pcojand in our opinion; it is fully
adequate in terms of scope and quality for the dvedrthe degree of Bachelor of
Engineering. We herewith recommend that it be aecem partial fulfilment of the
requirements for the degree of Bachelor of Mecradritngineering with Manufacturing

Engineering.

(Ramli Bin Junid)

Examiner Signature



MODELING OF MILLING PROCESS TO PREDICT SURFACE ROBGESS
USING ARTIFICIAL INTELLIGENT METHOD

MOHAMMAD RIZAL BIN ABDUL LANI

Thesis submitted in fulfilment of the requirements
for the award of the degree of

Bachelor of Mechanical Engineering with ManufaatgrEngineering

Faculty of Mechanical Engineering
UNIVERSITI MALAYSIA PAHANG

NOVEMBER 2009



SUPERVISOR’S DECLARATION

| hereby declare that | have checked this project m myopinion, this project is
adequate in terms of scope and quality for the dvedrthe degree of Bachelor of
Mechanical Engineering with Manufacturing Enginegri

Signature: .......c.ooiiiiii,

Name of Supervisor: MR MOHD FADZIL FAISAE BIN AB R&HID
Position: LECTURER

Date: 23 NOVEMBER 2009



STUDENT’S DECLARATION

| hereby declare that the work in this project ig own except for quotations and
summaries which have been duly acknowledged. Toegrhas not been accepted for

any degree and is not concurrently submitted fardvoef other degree.

Signature: .........oooviiiiii,

Name: MOHAMMAD RIZAL BIN ABDUL LANI
ID Number: ME06048

Date: 23 NOVEMBER 2009



Dedicated to my little sister



ACKNOWLEDGEMENTS

| am grateful and would like to express my sinagegitude to my supervisor Mr
Mohd Fadzil Faisae Ab Rashid for his invaluabledgnice, continuous encouragement
and constant support in making this research plesdilveally appreciate his guidance
from the initial to the final level that enabled nwedevelop an understanding of this
research thoroughly. Without his advice and assistat would be a lot tougher to
completion. | also sincerely thanks for the timergpproofreading and correcting my
mistakes.

| also would like to express very special thank®©to Kumaran Kadirgama for
his suggestions and co-operation especially irfi@at intelligent study. A special
appreciation should be given to Dr. Ahmed N. Abalddom Electrical Engineering
Faculty whom which gave me a brand new perceptmutartificial intelligent study.

My sincere thanks go to all lecturers and membeétke staff of the Mechanical
Engineering Department, UMP, who helped me in maays and made my education
journey at UMP pleasant and unforgettable. Manykbeago to MO4 member group for
their excellent co-operation, inspirations and sutgpduring this study. This four year
experience with all you guys will be rememberednagortant memory for me to face
the new chapter of life as an engineer.

| acknowledge my sincere indebtedness and gratitad@ay parents for their
love, dream and sacrifice throughout my life. | amally thankful for their sacrifice,
patience, and understanding that were inevitablen&ie this work possible. Their
sacrifice had inspired me from the day | learned kmread and write until what | have
become now. | cannot find the appropriate wordg ttwuld properly describe my
appreciation for their devotion, support and faitimy ability to achieve my dreams.

Lastly |1 would like to thanks any person which adnites to my final year
project directly on indirectly. | would like to ac&wledge their comments and
suggestions, which was crucial for the successfuipietion of this study.



Vi

ABSTRACT

This thesis presents the milling process modelngredict surface roughness. Proper
setting of cutting parameter is important to obtdwetter surface roughness.
Unfortunately, conventional try and error methodimme consuming as well as high
cost. The purpose for this research is to develagthematical model using multiple
regression and artificial neural network model datificial intelligent method. Spindle
speed, feed rate, and depth of cut have been cltass@nedictors in order to predict
surface roughness. 27 samples were run by usinggfkARNC Milling a-T14E. The
experiment is executed by using full-factorial desiAnalysis of variances shows that
the most significant parameter is feed rate folldwg spindle speed and lastly depth of
cut. After the predicted surface roughness has lob¢sined by using both methods,
average percentage error is calculated. The matiwhanodel developed by using
multiple regression method shows the accuracy of%86wvhich is reliable to be used in
surface roughness prediction. On the other hartdices neural network technique
shows the accuracy of 93.58% which is feasible apuicable in prediction of surface
roughness. The result from this research is udeflde implemented in industry to
reduce time and cost in surface roughness predictio
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ABSTRAK

Thesis ini membentangkan pembentukan persamaam qatases penggilingan untuk
meramalkan kekasaran permukaan. Parameter untukt@egan yang sesuai adalah
sangat penting untuk mendapatkan kekasaran permuykay lebih baik. Namun yang
demikian, teknik konvensional cuba jaya adalah nkamamasa dan kosnya adalah
tinggi. Kajian ini dijalankan adalah untuk menekhit persamaan matematik
menggunakan kaedah regresi berganda dan rangkagirbsiatan. Kelajuan pemusing,
kadar pemotongan dan kedalaman pemotongan teldfh diptuk digunakan sebagai
peramal kekasaran permukaan. 27 sampel telah miefiggunakan mesin FANUC
CNC Milling a-T14E. Kesemua eksperimen telah dijalankan mendgmeekabentuk
faktor penuh. Analisis varians menunjukkan kadan@engan adalah parameter yang
paling mempengaruhi kekasaran permukaan diikutigalenkelajuan pemusing dan
akhir sekali adalah kedalaman pemotongan. Selepasiss nilai ramalan kekasaran
permukaan bagi kedua-dua teknik telah didapatkamatp peratusan ketidaktepatan
telah dikira. Persamaan matematik yang dibangunkanggunakan teknik regresi
berganda menunjukkan ketepatan sebanyak 86.7 Y%mdnunjukkan bahawa teknik ini
boleh dipercayai dalam meramalkan kekasaran peranukgelain daripada itu, teknik
rangkaian saraf buatan menunjukkan ketepatan sak@8/58% iaitu sangat baik dan
boleh diguna pakai dalam meramalkan kekasaran p@@nu Keputusan dalan kajian
ini sangat berguna untuk diimplimentasikan di dalemtustri untuk mengurangkan
masa dan kos dalam meramalkan kekasaran permukaan.
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CHAPTER 1

INTRODUCTION

11 INTRODUCTION

This chapter is discussed about the project backgiothe problem of the

project, the objectives of the project and progacipe.

1.2 PROJECT BACKGROUND

The challenge of modern machining industries is nigaifocused on the
achievement of high quality, in term of work pietimensional accuracy, surface finish,
high production rate, less wear on the cuttinggpetonomy of machining in terms of
cost saving and increase of the performance optbduct with reduced environmental
impact. End milling is a very commonly used maamgnprocess in industry. The ability

to control the process for better quality of theafiproduct is paramount importance.

Surface texture is concerned with the geometregufarities of the surface of a
solid material which is defined in terms of surfaoeghness, waviness, lay and flaws.
Surface roughness consists of the fine irreguéariof the surface texture, including
feed marks generated by the machining processquiiy of a surface is significantly
important factor in evaluating the productivityraichine tool and machined parts.



The surface roughness of machined parts is a ggnif design specification
that is known to have considerable influence orperties such as wear resistance and
fatigue strength. It is one of the most importae&sures in finishing cutting operations.
Consequently, it is important to achieve a consistelerance and surface finish
(Godfrey C. Onwubolu., 2005).

The case study for this project is focused on mogehilling process to predict
surface roughness by using Al method.

1.3 PROBLEM STATEMENT

In manufacturing industries, manufacturers focusau the quality and
productivity of the product. To increase the prdduty of the product, computer
numerically machine tools have been implementednduthe past decades. Surface
roughness is one of the most important parametedetermine the quality of product.
The mechanism behind the formation of surface roegh is very dynamic,
complicated, and process dependent. Several fawtidirsnfluence the final surface
roughness in a CNC milling operations such as otlable factors (spindle speed, feed
rate and depth of cut) and uncontrollable facttwsl(geometry and material properties
of both tool and workiepce). Some of the machineragr using ‘trial and error’
method to set-up milling machine cutting conditiqdalie Z.Zhang et al., 2006). This
method is not effective and efficient and the aolment of a desirable value is a

repetitive and empirical process that can be vietg tonsuming.

Thus, a mathematical model using statistical methradides a better solution.
Multiple regression analysis is suitable to fina thest combination of independent
variables which is spindle speed, feed rate, aedddpth of cut in order to achieve
desired surface roughness. Unfortunately, multipgession model is obtained from a
statistical analysis which is have to collect lasgenple of data. Realizing that matter,
Artificial Neural Network is state of the art artial intelligent method that has

possibility to enhance the prediction of surfacegimess.



1.4 OBJECTIVES

The objectives of this project are:
i.  To develop mathematical model to predict surfacghoess in milling
process.
ii.  To predict surface roughness using Artificial NéNatwork.

lii.  To compare the accuracy from both approaches.

1.5 PROJECT SCOPES

To achieve the project objectives, multiple regmssanalysis is used for
statistical method and Artificial Neural Networkused as artificial intelligent method.
The workpiece tested is 6061 Aluminum 400mmx100mdmx%H. The end-milling and
fourflute high speed steel is chooses as the maxhperation and cutting tool. The
diameter of the tool is D=10mm. Three levels focheaariable are used. For spindle
speed 1000, 1250 and 1500 rpm, for feed rate 182aBd 588 mm/min, and for depth
of cut 0.25, 0.76 and 1.27 mm.



CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION

This chapter will provide the review from previoesearch that is related to this
final year project. There are previous researchesuwface roughness in end milling
using different materials, cutting tools, experimdeasign and other method to obtain
the surface roughness model. Other than thatnigpiirocess, full factorial experiments
(FUFE), modeling surface roughness using multiglgression and Artificial Neural

Network are discussed in this chapter.

2.2  MILLING PROCESS

Milling is the most common form of machining, a el removal process,
which can create a variety of features on a paritutiing away the unwanted material.
The milling process requires a milling machine tdre, workpiece and cutter. The
workpiece is a piece of pre-shaped material thaecured to the fixture, which itself is

attached to a platform inside the milling machine.

The cutter is a cutting tool with sharp teeth tisatilso secured in the milling
machine and rotates at high speeds. By feedingvtitkpiece into the rotating cutter,

material is cut away the workpiece in the form bips to create the desired shape.



Milling is typically used to produce parts that aret axially symmetric and
have many features, such as holes, slots, pocketseven three dimensional surface
contours. Parts that are fabricated completelyuinamilling often include components
that are used in limited quantities, perhaps fatqiypes, such as custom designed
fasteners or brackets. Another application of mygjlis the fabrication of tooling for
other processes. For example, three-dimensionalsranie typically milled. Milling is
also commonly used ass a secondary process toradtine features on parts that were
manufactured using a different process. Due tchtpk tolerances and surface finishes
that milling can offer, it is ideal for adding prsion features to a part whose basic

shape has already been formed (Hyunh, V.M. and ¥a11,992).

An end mill makes either peripheral or slot cutstedmined by the step-over
distance, across the workpiece in order to machiggecified feature, such as a profile,
slot, pocket, or even a complex surface contoure dbpth of the feature may be
machined in a single pass or may be reached byimaghat a smaller axial depth of

cut and making multiple passes.



2.3 SURFACE ROUGHNESS

Turning, milling, grinding and all other machiningrocesses impose
characteristic irregularities on a part's surfakdditional factors such as cutting tool
selection, machine tool condition, speeds, feedwsatton and other environmental

influences further influence these irregularities.
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Figure 2.1: Surface texture

Source: Surface Texture [Surface Roughness, Wasjiaesl Lay], ANSI/ASME B
46.1, American Society of Mechanical Engineers,5198



Roughness is essentially synonymous with tool magkery pass of a cutting
tool leaves a groove of some width and depth. éndase of grinding, the individual
abrasive granules on the wheel constitute milliohsiny cutting tools, each of which
leaves a mark on the surface. Roughness plays@ortamt role to determine how a real
object interacts with its environment. Rough swfacsually wear more quickly and
have higher friction coefficients than smooth scef Roughness is often a good
predictor of the performance of a mechanical comepgnsince irregularities in the
surface may form nucleation sites for cracks orraon. Although roughness is
usually undesirable, it is difficult and expenstweecontrol in manufacturing. Decreasing
the roughness of a surface will usually increaggoegntially its manufacturing costs.
This often results in a trade-off between the maactuiring cost of a component and its
performance in application (K. Kadirgama et al.020

Surface roughness is used to determine and evahmitguality of a product, is
one of the major quality attributes of an end-ndillgroduct. In order to obtain better
surface roughness, the proper setting of cuttingrpaters is crucial before the process
take place (Dr. Mike S.Lou et al., 1999). This gapdlity milled surface significantly
improves fatigue strength, corrosion resistancereep life (Huynh, V.M. and Fan, Y.,
1992). Thus, it is necessary to know how to conth@d machining parameters to
produce a fine surface quality for these parts. Ghwtrol factors for the machining
parameters are spindle speed, feed rate and dépttt and the uncontrollable factors

such as tool diameter, tool chip and tool wearnéXilZhang et al., 2006).



2.4 PREVIOUS RESEARCH ON MODELLING SURFACE ROUGHNESS

In order to model surface roughness, several msthad been used in previous
research. K. Kadirgama et al., (2008) develop fasarroughness prediction model for
6061-T6 Aluminium Alloy machining using statisticalethod. The purposes of the
study are to develop the predicting model of swfemghness, to investigate the most
dominant variables among the cutting speed, fet] axial depth and radial depth and
to optimize Surface Roughness Prediction Model 6616T6 Aluminium Alloy
Machining Using Statistical Method the paramet&ssponse surface method (RSM)
based optimization approach was used in that stidgn be seen from the first order
model that the feed rate is the most significamiyuencing factor for the surface
roughness. Second-order model reveals that theie irsteraction between the variables

and response.

Sakir Tasdemir et al. (2008) studied on the eftéctool geometry on surface
roughness in universal lathe. From the researchAMI approach has been applied
accurately to a turning for predicting surface fdongss. The biggest advantage of ANN
is simplicity and speed of calculations. The préseork is concerned with exploring
the possibility of predicting surface finish. Itfisund that neural networks can be used
to find out the effective estimates of surface tags. The proposed methodology has
been validated by means of experimental data ontuhning of carbide tools. The
methodology is found to be quite effective andizeg fewer training and testing data.
The experimental data and the developed systenysasakhowed that ANN reduces
disadvantages such as time, material and econologsas to a minimum.

Uro$ Zuperl*, Franci u$, Valentina Gecevskaa (2q4posed that the selection
of machining parameters is an important step ircgse planning. Therefore a new
evolutionary computation technique is developedofuimize machining process.
Particle Swarm Optimization (PSO) is used to effitly optimize machining
parameters simultaneously in milling processes wmultiple conflicting objectives
are present. First, An Artificial Neural Network NiN) predictive model issued to
predict cutting forces during machining and thenOP&gorithm is used to obtain
optimum cutting speed and feed rates. The goalptimization is to determine the



objective function maximum (predicted cutting forsarface) by consideration of

cutting constraints.

Hazim EI-Mounayri, Zakir Dugla, and Haiyan Deng @20 developed a surface
roughness model in End Milling by using Swarm ligeince. From the studies, data
collected from CNC cutting experiments using Desigriexperiments approach. Then
the data obtained were used for calibration andida@bn. The inputs to the model
consist of Feed, Speed and Depth of cut while thput from the model is surface
roughness. The model is validated through a commpardf the experimental values
with their predicted counterparts. A goadreement is found from this research. The
proved technique opens the ddor anew, simple and efficient approach that could he
applied to the calibration of other empirical madet machining.

Mandara D. Savage et al. (2001) developed a nudlilen-process surface
roughness recognition (M-ISRR) system to evaluatéase roughness in process and in
real time. Key factors related to surface roughrtkstng the machining process were
feed rate, spindle speed, depth of cut and vibwahat had generated between tool and
workpiece. The overall MR-M-ISRR system demonstt&82% accuracy of prediction
average, establishing a promising step to furthevebbpment in-process surface

recognition systems.

W. Wang et al. (2005) studied on the surface roagbrof brass machined by
micro-end-milling miniaturized machine tool. Thettng parameters considered were
spindle speed, feed rate, depth of cut and toomeliar. They applied statistical
methods, such as ANOVA and RSM to analyze the éxgeit data. From their
experiment, they found that the value of surfaagghmess increase linearly with the
increasing of the tool diameter and spindle sp&egd rate played an important role

when the parameters are constant.

Babur Ozcelik and Mahmut Bayramoglu (2005) developetatistical model by
response surface methodology for predicting surfacghness in high-speed flat end
milling process under wet cutting conditions byngsimachining variables such as
spindle speed, feed rate, depth of cut and step dWey observed that, the order of
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significance of the main variables is as total ni@cly time, of cut, step over, spindle

speed and feed rate, respectively.

Hun-Keun Chang et al. (2006) established a metbqutddict surface roughness
in-process. In their research, roughness of madhis@face was assumed to be
generated by the relative motion between tool antkpiece and the geometric factors
of a tool. The relative motion caused by the maalirprocess could be measured in
process using a cylindrical capacitive displacenmsarisor (CCDS). The CCDS was
installed at the quill of a spindle and the sensiasg not disturbed by the cutting. A
simple linear regression model was developed tdigresurface roughness using the
measured signals of relative motion. Surface roaghnwas predicted from the
displacement signal of spindle motion. The linesgression model was proposed and
its effectiveness was verified from cutting tesBediction model had prediction
accuracy of about 95%. Results showed that theloles® surface roughness model

could accurately predict the roughness of milledese.

Julie Z.Zhang et al. (2006) determined optimum icgttparameters for face
milling through the Taguchi parameter design metheem the experiment results
showed that the effects of spindle speed and fatedan surface roughness were larger
than depth of cut for milling operations. In aduoiitj one of the noise factors, tool wear

was found to be statistically significant.

John L.Yang and Dr. Joseph C. Chen. (2001) intredymw Taguchi parameter
design could be used in identifying the significardcessing parameters and optimizing
the surface roughness of end-milling operations.their study, the analysis of
confirmation experiment has shown that Taguchi mpatar design can successfully

verify the optimum cutting parameters.

Kuang-Hua Fuh and Chih-Fu Wu (1994) studied thé&uanfce exerted by the
tool geometries and cutting conditions on machisedace quality and to be able to
build a model predicting the surface quality forl2CGaluminium. From their research,

they summarized that the surface roughness istaffenainly by the tool nose radius
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and the feed, and the optimum tool nose for thengutondition can be found by using

statistical model.

Oguz colak et al. (2005) predicted the milling sugfaoughness by using gene
expression programming (GEP) method. They consid#re cutting speed, feed and
depth of cute of end-milling operations. They codeld that by using GEP algorithm,
surface roughness prediction has been done usifeyvaexperiment data. GEP is
coming from its ability to generate mathematicaluaepns that can be easily

programmed even into programming for use in momgpof surface quality.

M. Brezocnik et al. (2004) proposed the geneticgmmmming approach to
predict surface roughness based on cutting parasnépindle speed, feed rate and
depth of cute) and on vibrations between cuttingl tand workpiece. From their
research, they conclude that the models that imvtilvee cutting parameters and also
vibrating, give the most accurate predictions offesze roughness by using genetic
programming. In addition, feed rate has the gréatéisence on surface roughness.

Hasan Oktem et al. (2005) used artificial neuralvoek and genetic algorithm
to determine optimum cutting g parameters leadmgninimum surface roughness
during end milling Aluminium 7075-T6. The paramstesuch as cutting speed, feed,
axial radial depth of cut, and machining toleramage selected to machine the mold
surfaces. A feed forward neural network was dewsdojw model surface roughness by
exploiting experimental measurements obtained filoese surfaces. Surface roughness
values from experimental measurements trace a aequdth in a wide of cutting
conditions. It can be observed that surface rousgne considerably affected all of
cutting parameters. Surface roughness becomeswarty higher for lower the value

of machining tolerance.

Based on the literature review, the most paramétatsvidely considered when
investigating the optimal surface roughness are fe¢e, spindle speed and depth of
cut. Most of the researches didn’'t consider theoatrolled parameters, such as tool
geometry, tool wear, chip loads, and chip formatjar the material properties of both
tool and workpiece. Uncontrolled parameters arel hareach and whose interactions



12

cannot be exactly determined. Several methods Hsen implemented by the
researches such as Multiple Regression method,chadresign method and Genetic

Programming, Particle Swarm Optimization, and Aai@l Neural Network.
25 THEORY OF MULTIPLE REGRESSION

Multiple regression can be used to develop a gizivé equation relating a
dependent variable with several independent vagalbh multiple linear regression, any

number of independent variables may have been adenesl;

Y:ﬁ0+ﬁlxl+ﬂ2x2+'"+ﬁpxp+£ (2.1)

Y is the dependent variableX,;, X,,...,X , are the independent variablgsis

regression coefficient estimates. Below, the valaes summed for all i=1,...,n data

points. To obtain regression coefficient estimat&sp,,...,[, it is necessary to solve

p
the given simultaneous system of linear equatidhg. simplest way for this is to use

matrix algebra or digital computer.

nﬁ0+ﬁllei+ﬂ22X2i+"'+ﬁpzxp=zYi (22)
ﬂolei +ﬁlzxﬁ +:3sz11 X2i +"'+18pleixpi :leiYi (23)
IBOZXZi +1312X11X2i +:BZZX22| +"'+ﬁpzxzixpi

:ZXZ‘
:Bozxpi +ﬁlleixpi +ﬁZZX2iXpi +"'+ﬁpZX§i zzxpiYi (25)

Y, (2.4)
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2.5.1 Example

The nursing instructor wishes to see whether aestiglgrade-point average and
age are related to the student’s score on the lstatel nursing examination. She selects
five students and obtains the following data.

Table 2.1: The relationship between GPA, age, and state Isxame

State Board Score,

Student GPA, X1 Age, X, v
A 3.2 22 550
B 2.7 27 570
C 2.5 24 525
D 3.4 28 670
E 2.2 23 490

Total 14 124 2805
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2.5.2 Solution

Table 2.2: Additional sums of value to obtain regression toeints

Students. X1 X5 X1X2 X1Y XoY

1. 10.24 484 70.4 1760 12100
2. 7.27 729 72.9 1539 15390
3. 6.25 576 60 1312.5 12600
4. 11.56 784 95.2 2278 18760
5. 4.84 529 50.6 1078 11270

> X2 = Y X2 = > X, X, = XY = > XY =

40.16 3102 349.1 7967.5 70120

Substitute values in simultaneous equation of lisgatem,

5B + B4 + 5,(124) = 2805
Bo (L4) + B, (40.16) + 5,(349.1) = 87505
Bo(124) + B,(349.) + 35(3102 = 70120

Solve the simultaneous equation of linear systemyalues of regression coefficients

are obtained,

B, = —44.572, B, =87.679, and 3, =14519

Substitute values of regression coefficient intoaggpn 2.1,

Y =-44572+87.679X, +14519X,
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2.6 THEORY OFARTIFICIAL NEURAL NETWORK (ANN)

A neural network can be defined as a model of mmagobased on the human
brain. The brain consists of a densely intercoreteet of nerve cells, or basic
information-processing units, called neurons. Thenan brain incorporates nearly 10
billion neurons and 60 trillion connections, syregsbetween them (Shepherd and
Koch, 1990). By using multiple neurons simultandépushe brain can perform its

functions much faster than the fastest computecs@xistence today.

Although each neuron has a very simple structunearany of such elements
constitutes a tremendous processing power. A necoasists of a cell body, soma, a
number of fibers called dendrites, and a singlegldiber called the axon. While
dendrites branch into a network around the songaation stretches out to the dendrites

and somas of other neurons. Figure 2.2 is a schedratving of a neural network.

Synapse Axon
Dendrites

Soma

Dendrites

/
Synapse

Figure 2.2: Biological neural network
Source: Negnevitsky 2004

Signals are propagated from one neuron to anotheoimplex electrochemical
reactions. Chemical substances released from thapsgs cause a change in the
electrical potential of the cell body. When the gmital reaches its threshold, an
electrical pulse, action potential, is sent dowrotdigh the axon. The pulse spreads out
and eventually reaches synapses, causing thentitease or decrease their potential.

However, the most interesting finding is that a maéumetwork exhibits plasticity. In
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response to the stimulation pattern, neurons detraieslong-term changes ir the
strength of their connections. Neurons also camnfarew connections with other
neurons. Even entire collections of neurons mayesiones migrate from one place to

another. These mechanisms form the basis for leginithe brain.

Our brain can be considered as a highly complexlimear and parallel
information-processing system. Information is stica@d processed in a neural network
simultaneously throughout the whole network, rathan at specific locations. In other

words, in neural networks, both data and its preiogsare global rather than local.

Owing to the plasticity, connections between nesrégading to the ‘right
answer’ are strengthened while those leading tontheng answer’ weaken. As a result,
neural networks have the ability to learn througpegience. Learning is a fundamental
and essential characteristic of biological neusdivorks. The ease and naturalness with
which they can learn led to attempts to emulateicdo@ical neural network in a
computer. Although a present-day artificial neuratwork (ANN) resembles the human
brain much as a paper plane resembles a supelsgnicis a big step forward. ANNs
are capable of ‘learning’, that is, they use exgere to improve their performance.
When exposed to a sufficient number of samples, ANAh generalize to others they
have not yet encountered. They canognize handwritten characters, identify words in
human speech, and detect explosives at airporteedler, ANNs can observe patterns

that human experts fail to recognize.

An atrtificial neural network consists of a numbédrvery simple and highly
interconnected processors also called neurons,hwdie analogous to the biological
neurons in the )rain. The neurons are connecteadighted links passing signals from
one neuron to another. Each neuron receives a rnuofb@put signals through its
connections; however, it never produces more thamgle output signal. The output
signal is transmitted through the neuron’s outgaiognection (corresponding to the
biological axon). The outgoing connection, in twplits into a number of branches that
transmit the same signal (the signal is not dividatbng these branches in any way).
The outgoing branches terminate at the incomingheotions of other neurons in the

network. Figure 2.3 represents connections of maypA\NN.
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Input signals
Output signals

Input layer Middle layer Output layer

Figure 2.3: Architecture of typical artificial neural network

Source: Negnevitsky 2004

The neurons are connected by links, and each lask & numerical weight
associated with it. Weights are the basic meandoof-term memory in ANNS.
They express the strength, or in other words ingmuoe, of each neuron input.
A neural network ‘learns’ through repeated adjustimeof these weights. Table 2.3
shows the analogy between biological and artificialral networks (Mecisker and

Liebowitz, 1994).

Table 2.3: Analogy between biological and artificial neurakwork

Biological Neural Network Artificial Neural Network
Soma Neuron
Dendrite Input
Axon Output
Synapse Weight

As shown in Figure 2.3, a typical ANN is made upadiierarchy of layers, and
the neurons in the networks are arranged along tlagers. The neurons connected the
external environment form input and output laydise weights are modified to bring

the network input/output behavior into line wittatlof the environment.
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Each neuron is an elementary information-processimty It has a means of
computing its activation level given the inputs amaimerical weights. To build an
artificial neural network, firstly how many neuroase to be used and how the neurons
are to be connected to form a network have to loeddd. In other words, choose the
network architecture is the first step of all. Th&hich learning algorithm to use is
decided. And finally train the neural network, that initialize the weights of the

network and update the weights from a set of tngiixamples.



CHAPTER 3

METHODOLOGY

3.1 INTRODUCTION

This chapter consists of the process of the resgefmam the beginning until the
end. Furthermore, this chapter tells details ahibiet experiment design and data
analysis. The experiment is designed using Fullerpent. After that, The Multiple

Regression Method and Artificial Neural Network (NNare used to analyze the data.

3.2 FLOW CHART FOR FINAL YEAR PROJECT

The flow chart is provided to shows the processtius research. Start from
understanding the idea of modeling surface roughnAafier that, to understand the
research, several journals and reference book see so that information needed for
this research can be found. From the previous relsgaurnals, the suitable range of
parameter for this project which is spindle spdedd rate, and depth of cut can be
obtained. From the flow chart, one can understaom does this research process

executed and what are the steps within each presess
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Received Project

A 4
Objectives and Scopes Setup

A\ 4
Literature reviews

A 4
Design of experiment

A 4
Execution of experiment

\ 4
Data collection

Predict surface roughness usipg
multiple regression method

A 4

Predict surface roughness usipg
artificial neural network

A 4

Compare the result betweern
both approaches

Write Thesis Report

Figure 3.1 Final Year Project flow chart

3.3 EXPERIMENT DESIGN

For this research, Full Factorial Experiment (FURERpplied. Full Factorial
Experiment is the experiment where all the possibi@binations levels of factors are
realized. The table below is the Full Factorial Esmment’s table for this research. The
parameters considered are Spindle Speed, Feed &ateDepth of Cut. Thus, the

numbers of experiment need to be executedare3 =3 =27 experiments.



Table 3.1: Full Factorial Experiments Table
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Spindle Speed Feed Rate Depth of Cut Actual Ra
X1 (rpm) X2 (mm/min) Xz(mm) (um)
1. Low Low Low
2. Low Low Medium
3. Low Low High
4. Low Medium Low
5. Low Medium Medium
6. Low Medium High
7. Low High Low
8. Low High Medium
9. Low High High
10. Medium Low Low
11. Medium Low Medium
12. Medium Low High
13. Medium Medium Low
14. Medium Medium Medium
15. Medium Medium High
16. Medium High Low
17. Medium High Medium
18. Medium High High
19. High Low Low
20. High Low Medium
21. High Low High
22. High Medium Low
23. High Medium Medium
24. High Medium High
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Table 3.1: Continued

No. Spindle Speed Feed Rate Depth of Cut Actual Ra
X1 (rpm) X2 (mm/min) Xz(mm) (um)

25. High High Low

26. High High Medium

27. High High High

From the review from related previous researchedevels of each parameter are

chosen. A table at below is showing the value cdegHevels for each parameters.

Table 3.2: The levels of each parameter

Levels
Independent Variables Low Medium High
Spindle Speed (rpm) 1000 1250 1500
Feed Rate (mm/min) 152 380 588
Depth of Cut (mm) 0.25 0.76 1.27

Thus, substituting the value of each level to tegpective parameter will provide the

table below which will be referred for executiontbé experiments.

Table 3.3: Table for experiment execution

Spindle Speed Feed Rate Depth of Cut Actual Ra
X1 (rpm) X2 (mm/min) Xz(mm) (um)
1. 1000 152 0.25
2. 1000 152 0.76
3. 1000 152 1.27
4. 1000 380 0.25
5. 1000 380 0.76




Table 3.3: Continued
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No. Spindle Speed Feed Rate Depth of Cut Actual Ra
X1 (rpm) X2 (mm/min) Xz(mm) (um)
6. 1000 380 1.27
7. 1000 588 0.25
8. 1000 588 0.76
9. 1000 588 1.27
10. 1250 152 0.25
11. 1250 152 0.76
12. 1250 152 1.27
13. 1250 380 0.25
14. 1250 380 0.76
15. 1250 380 1.27
16. 1250 588 0.25
17. 1250 588 0.76
18. 1250 588 1.27
19. 1500 152 0.25
20. 1500 152 0.76
21. 1500 152 1.27
22. 1500 380 0.25
23. 1500 380 0.76
24, 1500 380 1.27
25. 1500 588 0.25
26. 1500 588 0.76
27. 1500 588 1.27




24

3.4 DATA ANALYSIS

There are three steps in data analysis. Firstimathematical model of surface
roughness will be obtained by using multiple regi@ss. After that, Artificial Neural
Network is used to predict surface roughness. Them,predicted surface roughness

from both methods is compared by calculating theerage percentage of error.

Step 1: Multiple Regression Analysis

After the actual Surface Roughness is obtainealfaxperiments, a table needs
to be filled in order to obtain several values tbe analysis. In order to obtain

regression coefficient estimai8s £,, 5,, ands; it is necessary to solve the given

simultaneous system of linear equations.

NBo + L1 Xy + Ba X Xgi + B3 2 X3 =2, (3.1)
BoX Xy + BEXE+ B, XX Xy + B X Xy Xy =2 X, (3.2)
BoZ Xy + BLI Xy Xy + B X X5 + B Xy Xy =X X, (3.3)
BoZ Xy + BEX Xy + B L Xy Xy + B XX =X XY, (3.4)

The simultaneous system of linear equations abamde simplified into matrix

form. The values of regression coefficients estadatan be obtained easier then.

n 2 Xy 2 Xy X3 |[FPo XY
SXi  IX§ IXXy IXgXa ||B| | T XgY,
SXp TXpXa  IX5E XXXz [|B2|  |ZXaY
Y Xz IXiXg ZXzXz XX 8] (ZXaY

After the simultaneous system of linear equatidmsva is solved the regression
coefficient estimates will be substitute to theldaling regression model for surface

roughness.
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Yi = B0+ BiXai +BaXgi +B3X3 (3.5)

Where;

Y; = Surface Roughness (um)
X4 = Spindle Speed (rpm)
Xo; = Feed Rate (mm/min)

X3

Depth of Cut (mm)

When the mathematical model is obtained, the valtigoredicted surface
roughness for each experiments can be calculaletheAdata predicted will be filled in
Table 3.3.

Step 2: Analysis Of Variance (ANOVA)

One-way ANOVA will be implemented to identify thagqameter that influences
the prediction of surface roughness. In one-way AMAQOthe P-value determines the
appropriateness of rejecting the null hypothesis ihypothesis test. P-values range
from O to 1. The smaller the P-value, the smdHerprobability that rejecting the null
hypothesis is a mistake. Before conducting anyyaeal alphad) level is determined.
A commonly used value is 0.05. If the p-value dést statistic is less than your alpha,

the null hypothesis is rejected.

Step 3: Artificial Neural Network (ANN)

Artificial Neural Network is an adaptable systenattltan learn relationships
through repeated presentation of data and is camdldeneralizing to new, previously
unseen data. Some networks are supervised, inatHatman determines what the

network should learn from the data.
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For this study, the network is given a set of iispabhd corresponding desired
outputs, and the network tries to learn the inputpot relationship by adapting its free

parameters.

The activation functiof(x) used here is the sigmoid function which is given by

1
f(x)=—— 3.6
() 1+ expe) (3.6)
Between the input and hidden layer:
m
x=Za)jiui +9j j=1ton (3.7)
i=1
and between hidden layer and output layer:
m
X= Y @guj +6 k=1to 1 (3.8)
j=1

Where;

m = number of input nodes
n = number of hidden nodes
I = number of output nodes
u = input node values

v = hidden node values

® = synaptic weight

6 = threshold

In back-propagation neural network, the learningoathm has two phases.
First, a training input pattern is presented torieavork input layer. The network then
propagates the input pattern from layer to layei time output pattern is generated by
the output layer. If this pattern is different frahe desired output, an error is calculated
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and then propagated backwards through the network the output layer to the input

layer. The weights are modified as the error ippgated.

As with any other neural network, a back-propagatoe is determined by the
connections between the neuron (the network’s tactuire), the activation function
used by the neurons, and the learning algorithnth@dearning law) that specifies the

procedures for adjusting weights.

Typically, a back-propagation network is multilayggtwork that has three or
four layers. The layers are fully connected, ttstavery neuron in each layer is
connected to every other neuron in the adjacentaa layer. Figure 3.2 shows the
neural network computational model. The neural petwomputational model coding
is built using MATLAB 2008 software.

Input Hidden
layer layer

Spindle
Speed
Output

Feed
Rate

Surface
Roughness

Depth of
Cut

Figure 3.2: Neural network computational model
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Step 4: Average Percentage Error

In order to determine the accuracy of the surfacghness prediction method,
percentage error for each experiment is calculated.

O

Rg - Ra
=|—— | x100% 3.9
a Ra x100% (3.9)

Where;

@ = Percentage error for each experiment

Ra = Experimental surface roughness

0
Ra = Predicted surface roughness

After that, the average percentage error is obtimkis step is implemented for
both methods. From the average percentage erroulatdd, the effectiveness of each

method can be determined and can be compared.

1 (3.10)

Where;

@ = Average percentage error

m = number of experiments



CHAPTER 4

RESULT AND DISCUSSION

41 DATA COLLECTION

After the experiment executed, the surface roughfeseach surface is checked

by using Perthometer S2. All the data taken froengkperiment are shown in Table 4.1

below.
Table 4.1: Surface roughness obtained from the experiments
. Surface
No of Spindle Speed Feed Rate  Depth of Cut
) ) Roughness
Experiment (rpm) (mm/min) (mm)
(Hm)

1 1000 152 0.25 1.173
2 1000 152 0.76 1.681
3 1000 152 1.27 1.275
4 1000 380 0.25 2.265
5 1000 380 0.76 2.443
6 1000 380 1.27 2.367
7 1000 588 0.25 3.84
8 1000 588 0.76 3.586
9 1000 588 1.27 3.307




Table 4.1:Continued

No of Spindle Speed Feed Rate Depth of Cut Surface
Experiment (rpm) (mm/min) (mm) RO?E:};]GSS
10 1250 152 0.25 1.276
11 1250 152 0.76 1.301
12 1250 152 1.27 1.603
13 1250 380 0.25 2.392
14 1250 380 0.76 2.138
15 1250 380 1.27 2.137
16 1250 588 0.25 3.637
17 1250 588 0.76 2.469
18 1250 588 1.27 2.773
19 1500 152 0.25 0.64
20 1500 152 0.76 1.224
21 1500 152 1.27 1.301
22 1500 380 0.25 2.392
23 1500 380 0.76 1.808
24 1500 380 1.27 2.215
25 1500 588 0.25 2.723
26 1500 588 0.76 2.316

27 1500 588 1.27 2.469
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4.2 DATA ANALYSIS

4.2.1 Multiple Regression Analysis (MRA)

Since the actual surface roughness data has bé&en flom the experiment, the
analysis for multiple regression can be done. Freeanalysis, a mathematical model

will be built based on the statistical method.

First a statistical table of sum values for eachaldes and interaction has to be

filled. In order to obtain regression coefficieastimate®,, 5,,5,, andg, it is

necessary to solve the given simultaneous systelnesr equations. Table 4.2 shows
the sum values to be calculated to complete abaweltaneous system of linear

equations.
NBo + P12 Xy + B2 X X + B3 2 X3 =2, (3.1)
By 2 Xy +:31Zx12i + B, XXy Xy + B2 Xy Xy =2 X,Y, (3.2)
Bo 2 Xy + B 2 Xy Xy, +IBZZX22i + B X Xy Xy =2 X5, (3.3)

Bo X Xg + B2 Xy Xy + B X Xy Xy +ﬁszx§ =2 X5, (3.4)



Table 4.2: The table of all sum values

X1 Xz X3 Y X1 X X X1X2 X1X3 XoX3 X1Y XoY X3Y
1000 152 0.25 1.173 1000000 23104 0.0625 152000 250 38 1173  178.296 0.29325
1000 152 0.76 1.681 1000000 23104 0.5776 152000 7601552 1681  255.512 1.27756
1000 152 1.27 1.275 1000000 23104 1.6129 152000 0 127193.04 1275 193.8  1.61925
1000 380 0.25 2.265 1000000 144400 0.0625 380000 0 25 95 2265 860.7 0.56625
1000 380 0.76 2.443 1000000 144400 0.5776 380000 O 76 288.8 2443  928.34 1.85668
1000 380 1.27 2.367 1000000 144400 1.6129 380000 70 12 482.6 2367  899.46  3.00609
1000 588 0.25 3.84 1000000 345744 0.0625 588000 250 147 3840 2257.92  0.96
1000 588 0.76 3.586 1000000 345744 0.5776 588000 O 76446.88 3586  2108.57 2.72536
1000 588 1.27 3.307 1000000 345744 1.6129 588000 70 12 746.76 3307  1944.52 4.19989
1250 152 0.25 1.276 1562500 23104 0.0625 190000 .5312 38 1595  193.952  0.319
1250 152 0.76 1.301 1562500 23104 0.5776 190000  95015.52 1626.25 197.752 0.98876
1250 152 1.27 1.603 1562500 23104 1.6129 190000 7.558 193.04 2003.75 243.656 2.03581
1250 380 0.25 2.392 1562500 144400 0.0625 4750002.531 95 2990  908.96  0.598
1250 380 0.76 2.138 1562500 144400 0.5776 475000 O 95 288.8 26725 812.44 1.62488
1250 380 1.27 2.137 1562500 144400 1.6129 47500087.35 482.6 2671.25 812.06 2.71399
1250 588 0.25 3.637 1562500 345744 0.0625 7350002.531 147  4546.25 2138.56 0.90925
1250 588 0.76 2.469 1562500 345744 0.5776 735000 O 95446.88 3086.25 1451.77 1.87644




Table 4.2: Continued

X1 Xz X3 Y X1 X5 X3 X1X2 X1X3 XoX3 X1Y XoY XaY
1250 588 1.27 2.773 1562500 345744 1.6129 73500087.35 746.76 3466.25 1630.52 3.52171
1500 152 0.25 0.64 2250000 23104 0.0625 228000 375 38 960 97.28 0.16
1500 152 0.76 1.224 2250000 23104 0.5776 228000 011411552 1836  186.048 0.93024
1500 152 1.27 1.301 2250000 23104 1.6129 228000 5 190193.04 19515 197.752 1.65227
1500 380 0.25 2.392 2250000 144400 0.0625 570000 5 37 95 3588  908.96  0.598
1500 380 0.76 1.808 2250000 144400 0.5776 570000 40 11 288.8 2712  687.04 1.37408
1500 380 1.27 2.215 2250000 144400 1.6129 570000 0519 482.6 33225 8417 2.81305
1500 588 0.25 2.723 2250000 345744 0.0625 882000 5 37 147 4084.5 1601.12 0.68075
1500 588 0.76 2.316 2250000 345744 0.5776 882000 40 11 446.88 3474  1361.81 1.76016
1500 588 1.27 2.469 2250000 345744 1.6129 882000 0519 746.76 3703.5 1451.77 3.13563
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The sum values calculated foy;

¥ X1 = 33750
¥ X, = 10080

¥ X3 = 20.52

TY; = 58.751

¥ X312 = 43312500

¥ X,? = 4619232
¥Xa? = 20.277

¥ X1:Xo1 = 12600000
¥ XXz = 25650

¥ XXz = 7660.8
TX1Y; = 72226.5
TX,Y; = 25350.268
¥XsY; = 44.19635

Substituting all the sums values into the simultauseequation of linear system,;

(27) Bo + 1(33750) + B, (10080) + B3 (20 52) = 58.751 (4.1)
Bo(3375Q + 3,(43312500) 3, (12600000) B5(2565Q = 722265 4.2)
Bo(1008Q + 3;(12600000+ B, (4619233 + B3(76608) = 25350268  (4.3)
Lo (2052) + 3,(2565Q + 3, (76608) + B3 (20.277) = 44.19635 (4.4)

Transform above equations into matrix form;

27 33750 10080 2052 || Bp 58.751
33750 43312500 12600000 25650(| B | | 722265
10080 12600000 4619232 76608 || 5o ~ | 25350268
2052 25650 76608 20.277|| B3 44.19635
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After completing the solution for the matrix formine regression coefficients estimated

are,

Bo=2.1066
B1=-0.0011
= 0.0040
Bs=-0.0971

Then, the regression coefficient can be substituttedthe general equation for multiple
regression which shown as equation 3.5 in prevahapter. The mathematical model

obtains to predict surface roughness is;

Y= 2.1066 — 0.0014; + 0.004X; — 0.0097 X3 (4.5)
Where;

Y= Surface Roughness (um)

X1 = Spindle Speed (rpm)

X, = Feed Rate (mm/min)
X3 = Depth of Cut (mm)
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Using the mathematical model that has been dewveopeedicted value of
surface roughness can be calculated. Table 4.3ssttmavpredicted surface roughness

using multiple regression method.

Table 4.3: Predicted surface roughness using multiple regmessethod

Spindle Depth Actual Predicted
No of Feed Rate Surface Surface
Experiment Speed (mm/min) ofcut Roughness  Roughness
(rpm) mm
(hm) (Hm)
1 1000 152 0.25 1.173 1.590325
2 1000 152 0.76 1.681 1.540804
3 1000 152 1.27 1.275 1.491283
4 1000 380 0.25 2.265 2.502325
5 1000 380 0.76 2.443 2.452804
6 1000 380 1.27 2.367 2.403283
7 1000 588 0.25 3.84 3.334325
8 1000 588 0.76 3.586 3.284804
9 1000 588 1.27 3.307 3.235283
10 1250 152 0.25 1.276 1.315325
11 1250 152 0.76 1.301 1.265804
12 1250 152 1.27 1.603 1.216283
13 1250 380 0.25 2.392 2.227325
14 1250 380 0.76 2.138 2.177804
15 1250 380 1.27 2.137 2.128283
16 1250 588 0.25 3.637 3.059325
17 1250 588 0.76 2.469 3.009804
18 1250 588 1.27 2.773 2.960283
19 1500 152 0.25 0.64 1.040325
20 1500 152 0.76 1.224 0.990804
21 1500 152 1.27 1.301 0.941283
22 1500 380 0.25 2.392 1.952325
23 1500 380 0.76 1.808 1.902804
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Table 4.3:Continued

' Actual Predicted
Spindle Depth
No of Feed Rate Surface Surface
_ Speed ) of Cut
Experiment (mm/min) Roughness  Roughness
(rpm) mm
(Hm) (Hm)

24 1500 380 1.27 2.215 1.853283

25 1500 588 0.25 2.723 2.784325

26 1500 588 0.76 2.316 2.734804

27 1500 588 1.27 2.469 2.685283

Below is a sample of calculation to predict surfemgghness using multiple
regression method.

From Table 4.3;

Experiment number 14
Spindle speed = 1250 rpm
Feed rate = 380 mm/min
Depth of cut = 0.76 mm

Y14= 2.1066 — 0.0011(1250) + 0.0040(380) — 0.00978(0.7 (4.5)
Y14=2.177804 um



4.2.2 ANOVA Test
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To check the most influential parameter in surfemgghness prediction using

multiple regression method, One-way ANOVA testesessary.

Table 4.4:0One-way ANOVA table

Adjusted Adjusted
Degree of  Sum of

Sum of Mean
Source Freedom Squares F P
Squares Squares
(d.f) (SS) _
(Adj ss) (MS)
Spindle
2 1.3096 1.3096 0.6548 5.71 0.011
Speed
Feed Rate 2 13.6546 13.6546 6.8273 59.56 0
Depth of
2 0.1077 0.1077 0.0538 0.47 0.632
Cut
Error 20 2.2926 2.2926 0.1146
Total 26 17.3645

R’ = 86.80% adjustel = 82.84%

Source: MINITAB 15®

From the table there are several indicators toumtalthe effectiveness of the

mathematical model built in the surface roughnessliption. Source indicates the

source of variation, either from the factor, theeraction, or the error. The total is a sum

of all the sources.

Degrees of freedom (DF) from each source. Sincéaitter has three levels, the
degrees of freedom are 2 (n-1). The number of @xeert is 27, the degrees of freedom

total is 26 (n - 1). Sum of squares (SS) betweengs (factor) and the sum of squares

within groups (error).
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Mean squares (MS) are found by dividing the surscpfares by the degrees of
freedom. F is calculated by dividing the factor M the error MS; one can compare
this ratio against a critical F found in a tabletioe p-value can be used to determine

whether a factor is significant.

P is use to determine whether a factor is sigmfictypically compare against
an alpha value of 0.05. If the p-value is lowemti#a05, then the factor is significant.
From the observation in Table 4.4 which shows thkees of P for each parameter, the
most significant parameter is feed rate, followgdspindle speed, and lastly depth of

cut.

In multiple regression, as in simple regressibte, strength of the relationship
betwen the independent variables and the dependmtdble is measured by a
correlation coefficient. This multiple correlatiaoefficient is symbolized byR. The
value ofR can range from O to R can never be negative. The closer to + 1, the gémon
the relationship; the closer to 0, the weaker tationship. The value d® takes into
account all the independent variables and can beguoted by using the values of the

individual correlation coefficients

As with simple regressiofi’ is the coefficient of multiple determination, ard i
is amount of variation explained by the regressiondel. The expression &%
represents the amount of unexplained variatioredathe error residual variation. Since
the value ofR? is dependent on the number of data pair@nd k (the number of
variables), statisticians also calculate what Ikdaan adjusted®. This is based on the

number of degrees of freedom.

The adjusted?? is smaller tharR® and takes into account the fact that wimen
and k are approximately equal. The valu&kahay be artificially high, due to sampling
error rather than a true relationship among thabtes. This occurs because the chance
variations of all the variables are used in confjimcwith each other to derive the
regression equation. Even if the individual cottiela coefficients for each independent
variable and the dependent variable were all ze multiple correlation coefficients
due to sampling error could be higher than zermdde bothR? and adjusted?? are

usually reported in a multiple regression analysis.
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4.2.3 Normal Probability Plot For Residual

Normal Probability Plot
{response is Surface Roughness)

99

Percent
g

-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.2
Residual

Figure 4.1: Normal Probability Plot
Source: Minitab® 15

A probability plot is used to evaluate the fitaoflistribution to your data,
estimate percentiles, and compare different sard@gibutions. Residual values are
especially useful to indicate the extent to whigh@del accounts for the variation in the
observed data. Residual plot use to examine thdrgss of model fit in regression and
ANOVA. Examining residual plots helps you determih¢he ordinary least squares
assumptions are being met. If these assumptionssatisfied, then ordinary least
squares regression will produce unbiased coefficestimates with the minimum

variance.

In this study the probability plot of residual ianttioning to examine the
goodness of model fit in regression and ANOVA. Exang residual plots helps to

determine if the ordinary least squares assumpaoadeing met. If these assumptions
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are satisfied, then ordinary least squares regmessill produce unbiased coefficient
estimates with the minimum variance. Minitab pr@adhe following residual. As for
the probability of residual plot in Figure 4.1shiown that the residual values distribute
normally within range. Thus, the prediction of swd roughness using the

mathematical model that has been developed idbtelia

4.2.4 Individual Value Plot Of Surface Roughness Againsindependent Variables

Individual Yalue Plot of Surface Roughness vs Spindle Speed
4.0
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L
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i
£ ’ °
2 237 s 5
@ ¢ .
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: ¢ $
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I:IIS L T T T
1000 1250 1500
Spindle Speed

Figure 4.2: Individual value plot of surface roughness agaspstdle speed

Source: Minitab® 15

From Figure 4.2, it shows the relationship betwsepimdle speed and surface
roughness. The value of surface roughness is ialyepsoportional with spindle speed.
In other words the surface roughness will decremsé¢he increase of spindle speed

during machining.
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Individual Yalue Plot of Surface Roughness vs Feed Rate
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Figure 4.3: Individual value plot of surface roughness agdiest rate

Source: Minitab® 15

The relationship between surface roughness ambdrée is shown in Figure 4.3.
As the level of feed rate increases the value disa roughness will increase. Mean
that, the surface roughness is directly proportiontn feed rate. During the machining
process in milling, the smaller level of feed ra#l result a better result of surface

roughness.

As mention earlier, depth of cut is the least digant parameter in surface
roughness prediction compared to feed rate anddigpspeed in end milling process.
From Figure 4.4, the value of surface roughness do¢ change significantly with the
increase of depth of cut level. Other than thais shown that at depth of cut level is

0.76 mm, the value of surface roughness reaclegsib end milling machining.
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Surface Roughness

Individual Value Plot of Surface Roughness vs Depth of Cut
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Figure 4.4: Individual value plot of surface roughness agailegith of cut

Source: Minitab® 15
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4.2.5 Percentage Of Error For Surface Roughness Rietion Using Multiple
Regression

The percentage error of each experiment is cdakdileo observe the deviation
between the actual surface roughness obtained &®periment and the predicted
surface roughness using the multiple regressionhodet Percentage of error is
calculated using equation 3.9 which is shown irviogs chapter. Table 4.5 shows the

percentage of error of all experiments that hachlse@cuted.

Table 4.5: Percentage of error for predicted surface roughossg multiple regression

_ Actual Surface Predicted Surface Percentage of
No of Experiment

Roughness (um)  Roughness (um) error (%)

1 1.173 1.590325 35.57758
2 1.681 1.540804 8.340036
3 1.275 1.491283 16.96337
4 2.265 2.502325 10.47792
5 2.443 2.452804 0.40131

6 2.367 2.403283 1.532869
7 3.84 3.334325 13.16862
8 3.586 3.284804 8.399219
9 3.307 3.235283 2.168642
10 1.276 1.315325 3.081897
11 1.301 1.265804 2.705304
12 1.603 1.216283 24.12458
13 2.392 2.227325 6.884406
14 2.138 2.177804 1.86174

15 2.137 2.128283 0.407908
16 3.637 3.059325 15.88328
17 2.469 3.009804 21.90377
18 2.773 2.960283 6.753805
19 0.64 1.040325 62.55078




Table 4.5: Continued
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Actual Surface

No of Experiment

Roughness (um)

Predicted Surface

Roughness (um)

Percentage of

error (%)

20 1.224 0.990804 19.05196
21 1.301 0.941283 27.64927
22 2.392 1.952325 18.38106
23 1.808 1.902804 5.243584
24 2.215 1.853283 16.33034
25 2.723 2.784325 2.252112
26 2.316 2.734804 18.08307
27 2.469 2.685283 8.759943

Sample of calculation from Table 4.5;

Experiment number 23

Actual surface roughness = 1.808

Predicted surface roughness = 1.902804

0
= Ra -Rg x100% (3.9)
Ra

?3

_[1808-1902804 . .
1.808 |

@3 = 5.24358%6
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Figure 4.5: The plot of actual and predicted surface roughossgy multiple regression




a7

The average percentage error is the calculatetiviging sum of all error to the

number of experiments. Using equation 3.10;

m
_ 2
5=i= (3.10)
m
7= 3589383786
27

@ =133%
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4.2.6 Artificial Neural Network (ANN)

Besides using multiple regression in surface roeghnprediction, artificial
neural network a branch of artificial intelligerashbeen implemented as an alternative
approach. The predicted surface roughness has fedorm using artificial neural
network code in MATLAB® 2008. Table 4.6 shows thedicted surface roughness

using this method.

The input data for three independent variablesdipi speed, feed rate, and
depth of cut while actual surface roughness actetdrget. The network propagates the
input pattern from layer to layer until the outgigenerated. Then the result output will
be compared with the target which is actual surfacghness in this study. The error is
calculated and propagated back through networkn,Tite weight will be changed and
the same process repeated until the smallest &rachieved. The best prediction

occurred in epoch 11 during the training of thevmek.

<) Performance {plotperform

Best Training Performance is NaM at epoch 11
2
o E T T T T T T —

&)

(msi

Mean Sguared Error

Figure 4.6: The training of neural network

Source: MATLAB® 2008
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Training: R=0.98508
T T

Output~=099-Target 01042

I
35

Figure 4.7: The plot of predicted using neural network agaatstial surface roughness

From the plot of predicted surface roughness (dytpgainst the actual surface
roughness (target) in Figure 4.7, it is shown bwdh are correlated. This is because the
predicted surface roughness is approaching towtelsctual surface roughness with
the coefficient of determinatiorR is 0.98508. From the observation of the predicted

surface roughness, the ability of artificial neumatwork in surface roughness

Source: MATLAB® 2008

prediction has been justified and proven.

Table 4.6: Surface roughness prediction using artificial aknetwork

_ Actual Predicted
Spindle
No of Speed Feed Rate  Depth of Surface Surface
ee
Experiment P (mm/min) Cut (mm)  Roughness Roughness
(rpm)
(um) (um)
1 1000 152 0.25 1.173 1.1309
2 1000 152 0.76 1.681 1.518




50

Table 4.6: Continued

. Actual Predicted
No of Spindle Feed Rate  Depth of Surface Surface
Experiment Speed (mm/min) Cut (mm)  Roughness Roughness
(rpm)
(Hm) (Hm)
3 1000 152 1.27 1.275 1.5166
4 1000 380 0.25 2.265 2.3069
5 1000 380 0.76 2.443 2.6525
6 1000 380 1.27 2.367 2.3639
7 1000 588 0.25 3.84 3.8318
8 1000 588 0.76 3.586 3.645
9 1000 588 1.27 3.307 3.2751
10 1250 152 0.25 1.276 1.2533
11 1250 152 0.76 1.301 1.3074
12 1250 152 1.27 1.603 1.6102
13 1250 380 0.25 2.392 2.4619
14 1250 380 0.76 2.138 2.3222
15 1250 380 1.27 2.137 2.0358
16 1250 588 0.25 3.637 3.5351
17 1250 588 0.76 2.469 2.5429
18 1250 588 1.27 2.773 2.6877
19 1500 152 0.25 0.64 0.824
20 1500 152 0.76 1.224 0.9998
21 1500 152 1.27 1.301 1.1844
22 1500 380 0.25 2.392 2.3616
23 1500 380 0.76 1.808 1.9984
24 1500 380 1.27 2.215 1.996
25 1500 588 0.25 2.723 2.5754
25 1500 588 0.25 2.723 2.5754
26 1500 588 0.76 2.316 2.6396

27 1500 588 1.27 2.469 2.5402
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4.2.7 Percentage Of Error For Surface Roughness Rietion Using Atrtificial
Neural Network

In order to check the effectiveness of artificredural network in surface
roughness prediction, percentage of error of ptedicsurface roughness has been
calculated as well. After that, the actual and jmted surface roughness can be plotted
to observe the reliability of the artificial neuraétwork approach in predicting surface
roughness in end milling process. Equation 3.9 seduagain to calculate each

percentage of error for all 27 experiments.

Table 4.7:Percentage error for surface roughness prediciad artificial

neural network

No of Experiment Actual Surface Predicted Surface  Percentage of
Roughness (um) Roughness (um) error (%)

1 1.173 1.1309 3.589088
2 1.681 1.518 9.696609
3 1.275 1.5166 18.94902
4 2.265 2.3069 1.84989
5 2.443 2.6525 8.575522
6 2.367 2.3639 0.130967
7 3.84 3.8318 0.213542
8 3.586 3.645 1.645287
9 3.307 3.2751 0.964621
10 1.276 1.2533 1.778997
11 1.301 1.3074 0.491929
12 1.603 1.6102 0.449158
13 2.392 2.4619 2.922241
14 2.138 2.3222 8.615529
15 2.137 2.0358 4.735611
16 3.637 3.5351 2.80176
17 2.469 2.5429 2.993115




Table 4.7: Continued
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. Actual Surface Predicted Surface
No of Experiment
Roughness (um)  Roughness (um)

Percentage of

error (%)

18 2.773 2.6877 3.076091
19 0.64 0.824 28.75
20 1.224 0.9998 18.31699
21 1.301 1.1844 8.962337
22 2.392 2.3616 1.270903
23 1.808 1.9984 10.53097
24 2.215 1.996 9.887133
25 2.723 2.5754 5.420492
26 2.316 2.6396 13.97237
27 2.469 2.5402 2.883759
Sample of calculation from Table 4.7;
Experiment number 14
Actual surface roughness = 1.808
Predicted surface roughness = 1.902804
O
Q= % x100% (3.9)
A= I 2.132.—15.:2221| <100%

¢14 =8.61552%
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Figure 4.8: Plot of actual and predicted surface roughnesgyuitificial neural network
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The average percentage error is the calculatedivbging sum of all error to the

number of experiments. Using equation 3.10;

m
it
p=i= (3.10)
m
;= 17347393086
27

@ = 642%
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4.2.8 Comparison Between The Multiple Regression AhArtificial Neural Network

Multiple regression has been used widely in anatyzhe result from design of
experiment. Regression results indicate the doactsize, and statistical significance of
the relationship between a predictor and respddsehe other hand, artificial intelligent is
an alternative approach which seemingly effectinel &as been practiced widely in

engineering application nowadays.

After determining the multiple regression methayuations of all the response
variables and also Neural Network program, the iptieth by both techniques was
compared. The prediction from the Neural Networksveampared with the prediction
from the model develop by multiple regression. Btite values are in close agreement
with each other. The comparison between the prdictalues for surface roughness
obtained by Neural Network (NN) and experimentaadsa shown in Figure 4.8.

From the plot of predicted surface roughness usintjiple regression analysis and
neural network, and actual surface roughnesspitstihat the value predicted using neural
network predict closely with the actual surface glmess obtained from experiment.
Nevertheless, the prediction using multiple regoesss also reliable and can be accepted

as a successive method.

Other than that, both method cannot predict thitase roughness accurately in the
experiment number. This is because the data olokairmm the experiment is quite
different compared to the other surface roughnedses. In Figure 4.10, most of the
experiment recorded within range of 1.00 to 4.00, wmlikely the surface roughness
obtained for experiment number 19 is 0.64 um. THeramge situation for the
experimental value occurred because of error dutiegsurface roughness reading. The
Perthometer S2 device might have been not funcigopmiell during the reading. This is
because, the device has to undergo calibrationepsoto ensure it is good condition in

order to read the surface roughness accurately.
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CHAPTER 5

CONCLUSION AND RECOMMENDATION

5.1  CONLUSION

The purpose of this final year project is to depgtwediction approach by using
statistical and artificial intelligent method. Thosoject is carried out in order to provide
an effective way to predict surface roughness irCGMd milling process rather than
using the conventional “try and error” method tdupethe best machine cutting
condition to achieve the desired surface roughness.

For the analysis of this final year project, muéipegression has been applied to
develop a mathematical model for surface roughrmssliction method. From the
literature reviews it is shown that the multiplgnession has been integrate with design
of experiment to create prediction methodology esstully. The result of average
percentage error is 13.3%, showing that the prediciccuracy is about 86.7%. That
means the model developed is reliable to predictase roughness with accepting

accuracy range based on previous research.

Other than that, the ANOVA is useful to find the shaignificant parameter
based on the p-value of each independent vari&eled rate is found to be the most
significant parameter followed by spindle speed é¢amstly depth of cut. From the
analysis, the relation of surface roughness witthgemrameter also found. The surface
roughness will increase as the increase of feed € the other hand, as the level of

spindle speed and depth of cut increase the surfaiggness decreases.
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Artificial neural network is a feasible techniquedahas been used quite often in
recent researches in engineering field. The adaptaf this technique provides a brand
new perspective in this field and in surface rowagmprediction to be precise. Back-
propagation neural network is implemented to aahide goal which is to minimize the
error during surface roughness prediction. Thelreguhe prediction is favorable with
6.42% average percentage of error, meaning thabheatwork is capable to predict

the surface roughness up to 93.58% accurate.

5.2 RECOMMENDATION

In order to improve this research in the futurejesal recommendations are

worthy to be considered,;

Parameters like chatter vibration and tool diameséould be put into
consideration to increase the prediction abilityesiles that, rather than
considered as one parameter, the depth of cut ivaded into radial and axial

depth of cut.

The study in uncontrollable variables like tool weahips load and chips
formation is recommended in order other to invedaéghe other variables that

affect the surface roughness of a material.

To enhance the prediction technique, the use @rathsign of experiment such
as taguchi design, response surface method, antiofral-factorial is likely

recommended.
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APPENDIX B

DATA COLLECTION TABLE
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No of Spindle Speed | Feed Rate Depth of Cut Surface
Experiment (rpm) (mm/min) (mm) Roughness
(Hm)

1 1000 152 0.25 1.173
2 1000 152 0.76 1.681
3 1000 152 1.27 1.275
4 1000 380 0.25 2.265
5 1000 380 0.76 2.443
6 1000 380 1.27 2.367
7 1000 588 0.25 3.84
8 1000 588 0.76 3.586
9 1000 588 1.27 3.307
10 1250 152 0.25 1.276
11 1250 152 0.76 1.301
12 1250 152 1.27 1.603
13 1250 380 0.25 2.392
14 1250 380 0.76 2.138
15 1250 380 1.27 2.137
16 1250 588 0.25 3.637
17 1250 588 0.76 2.469
18 1250 588 1.27 2.773
19 1500 152 0.25 0.64
20 1500 152 0.76 1.224
21 1500 152 1.27 1.301
22 1500 380 0.25 2.392
23 1500 380 0.76 1.808
24 1500 380 1.27 2.215
25 1500 588 0.25 2.723
26 1500 588 0.76 2.316
27 1500 588 1.27 2.469




APPENDIX C

REGRESSION AND ANOVA ANALYSIS

Stepwise Regression: Ra versus SS, FR, DoC

Al pha-to-Enter: 0.15 Al pha-to-Renove: 0.15

Response is Ra on 3 predictors, with N = 27

Step 1 2
Const ant 0. 6859 2.0329
FR 0. 00399 0. 00399
T- Val ue 9. 56 11. 62
P- Val ue 0. 000 0. 000
SS -0.00108
T- Val ue -3.60
P- Val ue 0. 001
S 0. 386 0. 318
R- Sq 78.53 86. 05
R- Sg(adj) 77. 67 84. 89
Mal | ows Cp 13.1 2.4

Regression Analysis: Ra versus SS, FR, DoC

The regression equation is
Ra = 2.11 - 0.00108 SS + 0.00399 FR - 0.097 DoC

Pr edi ct or Coef SE Coef T P
Const ant 2.1066 0. 4207 5.01 0.000
SS -0.0010776 0.0003032 -3.55 0.002
FR 0.0039912 0.0003475 11.48 0.000
DoC -0.0971 0.1486 -0.65 0.520

S =0.321552 R Sq = 86.3% R-Sq(adj) = 84.5%

PRESS = 3. 38526 R-Sg(pred) = 80.50%

Anal ysis of Variance

Sour ce DF SS (%S F P
Regr essi on 3 14.9864 4.9955 48.31 0.000
Resi dual Error 23 2.3781 0.1034

Tot al 26 17.3645

Source DF Seq SS
SS 1 1. 3063
FR 1 13.6360
DoC 1 0. 0441



